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Foreword 

While economists continue to debate whether India is an open 
economy or a closed economy, all along through the years of 
developmental planning, we have been greatly plagued by and 
concerned with the foreign exchange problem. We have never been 
able to get over the foreign exchange problem. Even in the Eighth 
Plan, being currently finalised, our large balance of payments 
deficit has become a major problem to reckon with and will in all 
probability necessitate scaling down the growth rate target. Our 
outstanding external debt (including deposits in the Indian 
commercial banks by the Non-resident Indians) at the end of March 
1990 was more than 22 per cent of our GDP at current market prices. 
Debt services payments, excluding those on NRI deposits as 
percentage of export of goods and invisibles other than official 
transfer receipts was estimated at 21.5 per cent during 1989-90. 
While our exports have been growing at a faster rate than our 
imports, our trade deficit has increased in the recent past and 
the balance of payments on current account, including invisibles, 
has deteriorated because of heavy debt servicing burden as well. 
We can, therefore, ill-afford to ignore problems relating toforeign 
trade and international monetary and financial developments. 

During the past 10-15 years, discussions of macro-economic 
theory and policy have also more and more come to be cast in an 
open economy framework, that is, in a framework which takes into 
account the implications of the interaction of the domestic economy 
with the developments in the external sector of it and with the 
developments in the world economy • Questions such as the deter
mination of the equilibrium exchange rate system, impact of capital 
movements on the domestic economy, etc., have received considerable 
atte·ntion from economists. 

We organised a workshop at the Institute during March 15-17, 
1990, with a view to taking stock of the theoretical and empirical 
analyses developed recently in this field "B.nd to examining the 
relevance of these analyses and policy formulations to the Indian 
economy. While this was our objective, we chose to start this 
process from the current research works of the workers in the field. 

About twenty scholars took part in the workshop. The 
proceedings were grouped into seven sessions under various sub 
topics (i) Exchange Rates, (ii) Empirical Analysis of Exchange 
Rates, (iii) Structure of Trade, (iv) External Debt, (v) Macro
economic Policy and Adjustment Processes, (vi) Transmission of 
World Economic Fluctuations to the Indian Economy, and 
(vii) Implications of Recent Development in the world Economy. 
Twenty two papers were presented at the workshop. Professor John 
Williamson, Senior Fellow, Institute for International Economics, 
washington, D.c., U.S.A. delivered the keynote address on the theme 
of the workshop. 

The papers presented at the workshop were subjected to 
a refereeing process for inclusion in the present volume. However, 
not all the papers recommended by the referees for publication 
in the present volume could be ihcluded here as some of the authors 
had made commitments to publish the papers elsewhere. 

we are grateful to all the participants of the workshop for 



presenting their papers in the workshop and for the highly 
stimulating discussion at the workshop; and particularly to 
Professor John Williamson for his keynote address ·and for his 
participation and valuable comments during the workshop. W'e thank 
the authors of the papers included in the present volume for 
allowing us to publish the papers here, and the referees for 
caref.ully going through the various papers and making helpful 
suggestions on them. 

The workshop was financed out of a generous grant made to 
the Institute in 1989 by Ford Foundation for starting a section 
at the Institute in the area of international economics and for 
support for research 1 tra.fning and seminars in international 
economics. The grant is also expected to enable the existirlg 
research work at the Institute in the areas of monetary and 
macroeconomics and finance to expand into the related open economy 
aspects. The Ford Foundation had earlier extended very generous 
financial assistance to the Institute for more than twelve years 
beginning with 1955-56 for strengthening the research and training 
programmes of the Institute. The recent grant from the Ford 
Foundation, one of the activities under which was the workshop 
under reference, marks the renewal of the old association between 
the Ford Foundation and the. Institute, and we are grateful to the 
Foundation for it. 

Most papers presented at the workshop· and included in the 
present volume represent work in progresS. It is hoped that the 
publication of these papers will evoke useful comments and gene·rate 
discussion on the issues addressed to in them. It is also hoped 
that the papers being published here will create. greater interest 

·among research workers to examine the open econo~y aspects of the 
macroeconomic and the developmen~al experience of the Indian 
economy. 

Gokhale Institute of 
Politics and Economics, 
Pune 411 004 

June 1991 

v. S. Chitre 
Director 
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Recent Developments in Open Economy 
Macroeconomics* 
John Williamson 

The convening of this conference is a welcome sign that Indian 
economists, like their peers in other countries, are becoming 
increasingly conscious of the benefits that a country can gain 
by integrating itself into the global economy. These benefits 
are primarily microeconomic: they permit an economy to achieve 
output of greater value from a given set of inputs. They may also 
permit the inputs to grow more rapidly, if export-led 'growth over-
comes the foreign exchange constraint. On· the other hand, 
integration into the world economy does make an economy 
more exposed to global shocks, and coping with these accentuates 
the challenge to macroeconomic plicymakers. 

This paper addresses three of the 
in designing a macroeconomic policy 
integration into the global economy. 

Macroeconomic Modelling 

important issues that arise 
that will permit prudent 

The large macroeconometric models used for serious forecasting 
and policy simulations contain the distilled conventional wisdom 
of the profession at any point in time. Their evolution over the 
last decade hardly justifies the fashionable despair about 
the supposed collapse of macroeconomics. On the contrary, they 
seem to pin down tolerably well t.he impact of changes in most 
exogenous factors and policy events on critical variables like 
income, inflation, and the current account of the balance 
ot payments. The main innovation in these models over the past 
decade has been their incorporation of rational expectations, at 
least as an option. Comparisons between versions of the same model 
and without rational expectations show quite clearly that the 
"policy ineffectiveness theorem" of Robert Lucas ( 1981) is only 
half right: incorporation of rational expectations does reduce the 
impact of changes in monetary policy, but it does not eliminate them 
and render policy ineffective (Bryant et. al. 1989, Helliwell 1989). 

Keynote address to the workshop on • Open Economy Macro
economics and its Relevance to India" organized by the Gokhale 
Institute of Politics and Eco~omics, Pune, 15-17 March 1990. 



2 JOHN WILLIAMSON 

similarly, the evidence suggests that households change their 
savings to offset about one-half of any change in fiscal policy, 
but not that the full "Ricardian equivalence" of Rober Barro (1974) 
holds (Masson and Knight 1986). l/ 

One thing that these models tell us rather clearly is that 
fiscal indiscipline is a prescription for inflation, and that 
continued· fiscal indiscipline will lead to a continuing 
acceleration of inflation rather than to the "purchase" of a 
continuously higher level of output. This is a major reason why 
professional opinion has now converged on the importance of macro
economic prudence, which means above all fiscal discipline. 
(Another reason is the increasing. realizati:on that the inflation 
tax is among the most regressive of all taxes.) 

The main ambiguities that remain in these models arise from 
our inability to predict the behaviour of exchange rates. The 
effect of a more expansionary fiscal policy, for example, is 
notoriously ambiguous. At one time there was hope that the 
introduction of rational expectations into the theory of exchange 
rate determination (Dornbusch 1976) would lead to useful predictive 
models. Forward-looking agents will understand that a monetary 
expansion will imply lower domestic interest rates, so in condition 
of capital mobility interest arbitrage will require that 
domestic currency be expected to appreciate in order to equate 
expected yields at home and abroad. But the domestic currency 
will be expected to appreciate only if it initially falls below 
its long-run equilibrium level (determined by purchasing power 
Parity or the requirement of balance of payments equilibrium): 
hence the· phenomenon of overshooting. Anyone who wants. to manage 
exchange rates needs to make sure that their proposals are 
consistent with the market acting as Dornbusch implies it will
but he should not rely on it acting that way, for the evidence shows 
that even with this extension our models are not capable of 
predicting the behaviour of exchange rates better than a random walk 
for horizons of less than two years (Messee and Rogoff 1983). 

Bzcbange Rate Policy 

Our inability to predict the behaviour of a floating exchange 
rates does not imply that it is impossible to manage exchange 
rates. We know perfectly well how to influence an exchange rate: 
by intervention in the exchange market backed up when necessary 
by changes in monetary policy (which amounts to much the same thing 
as •unsterilized• intervention). 

A managed exchange rate is a natural component of a strategy 
of •outward orientation•, of seeking to integrate the local 
economy into the world economy in order to exploit the benefits 
offered by participation in a large competitive market. A fixed 
exchange rate can become overvalued through excessive domestic 
inflation, and a floating exchange rate can become overvalued 
through the Dutch disease or capital inflows. Only a delibeiate 
policy of managing the exchange rate so as to maintain 
competitiveness can give assurance that a policy of opening the 
economy will be spearheaded by export growth, so that import 
liberalization will result in redeploying resources to more 
productive uses rather than risking throwing them into disuse. 
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It must, however, be recognized that a policy of managing 
the exchange rate to maintain competitiveness- i.e., of seeking 
a constant real exchange rate - deprives the exchange rate of its 
tradi tiona! role as a "nominal anchor" {Dornbusch 1982, Adams and 
Gros 1987). Some domestic nominal magnitude needs to be targeted 
to provide an alternative nominal anchor. The traditional 
candidate, the money supply, is not available if monetary policy 
is to be used in a significant way to target the exchange rate. 
The obvious choice, which is particularly appealing to those who 
want to hedge their bets as to whether the world is •really" 
Keynesian or montetarist, is to target the growth of nominal income 
or some allied concept (such as the growth of nominal domestic 
demand, advocated by Williamson and Miller 1987). 

What is meant by the term "a competitive exchange rate"? 
Basically, one means an exchange rate such as to generate a rate 
of growth of exports - which in practice means of nontraditional 
export - sufficiently rapid to allow the economy to grow at the 
maximum rate permitted by its supply-side potential without running 
into a balance of payments constraint. Alternatively, it is the 
(real, effect-ive) exchange rate that will combine internal and 
external balance in the medium term. 

The starting point for any calcu~ation of an exchanqe rate 
that satisfies these criteria - what I have elsewhere terlt'ed the 
"fundamental equilibrium exchange rate" (Williamson 1985)·- must 
be some target for the current account of the balance of payments. 
In the case of India, I regard development prospects as 
suffiCiently promising to_ justify targeting the largest foreign 
borrowing, i~e., current account deficit, that can be expected 
to be sustainable in the medium term without risking a debt crisis. 
I would guess that this may be some 1. 5 per cent of GDP, 
or possibly as high as 2 per cent if ·sources of finance which share 
the risk of adverse shocks with the lender can be secured. ~/ 
One then needs a forecast of the future development of the current 
account balance with an unchanged real exchange rate, assuming 
that output grows at the rate permitted by the supply side. If 
this forecas·t current account deficit exceeds the target, one needs 
'to devalue (accompained by contractionary fiscal policy to keep 
the growth of demand to the rate permitted by the supply side). 
The extent of the needed devaluation has to be calculated from 
a model 1 which may vary, depending on availability, from a crude 
"elasticities" calculation to the simulation of a full macro
economietric model. ~/ 

Exchange rate pol icy should seek to maintain the market rate 
close to such a target unless and until there is evidence that 
the target is inappropriate. This means pegging to a basket which 
maintains the eEEective exchange rate constant against short-run 
volatility among the major currencies: the intervention rates 
against the intervention currency have to be adjusted to offset 
movement of the intervention currency against the other currencies 
in the basket. Second, the rate at which the domestic currency 
is pegged to the basket has to be changed so as to offset 
differential inflation and maintain the real effective exchange 
rate constant. The tarqet real effective exchange rate may need 
adjusting if it turns out that the balance of payments does not 
develop as anticipated, if important real shocks affect the balance 
of payments position, or if there are persistent differences in 
underlying capital flows from those assumed in calculating the FEER. 
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How does trade pol icy fit into the picture? Basically, one 
should assume in undertaking the calculations described above that 
trade policy has been chosen on grounds of microeconomic efficienc~ 
In my view these call for widespread and progressive liberalization, 
starting off with tariffication of all quaantitative restrictions 
on imports. Tariffication can be expected to reduce the 
distortions inevitably produ~ed by nonprice rationing, to transfer 
rents from importers to the government, to reduce opportunities 
for corruption, and to save government expenditure. I sell no 
conceivable reason for delaying a step with such multiple benefits. 
The subsequent reduction of tariffs can be spread out over time 
and its pace varied with state of the macroeconomy: the best time 
to liberalize imports is when the balance of payments and demand 
are both strong, so that tariff cuts can help ease inflationary 
pressures and thus perpetuate rather than threaten growth, and 
the worst time is when both the balance of payments and demand 
are weak.. Such endogenous variation in the pace of import 
liberalization provides an effective adjustment mechanism until 
such time as liberalization is complete. 

The principles of macroeconomic policy would then be that 
monetary policy would consist primarily of partially unsterilized 
intervention and would thus be used for exchange rate management~ 
fiscal policy would be used to manage demand so as to keep the 
growth of nominal domestic demand consistent with controlling 
inflation, maintaining growth, and allowing room for desired change 
in the balance of payments: and trade policy would· be directed 
to opening the economy at a pace that would backstop macroeconomic 
management. This is largely the aJ?plication to the conditions of 
a country like India of the principles embodied in the Williamson
Miller "blueprint" for policy coordination among the G-7 
(Williamson and Miller 1981-). 

Debt and Capital Plows 

A great deal has been written about the debt cr1s1s in recent 
years, and I shall avoid going over that literature. I restrict 
myself to a few comments on the context of that debate. 

First 1 the debt crisis has concerned debt owed to the 
commercial banks. This has emphasized that one of the advantages 
of di~ect investment is the way in which profit remittances vary 
with the state of the economy, rather than constituting· a prior 
charge on the economy 'a resources. In addition 1 direct investment 
brings with it technology, access to foreign markets, and 
managerial know how. Once an economy has been liberalized 
sufficiently to avoid the danger that foreign investment could 
lead to "immiserizing growth" (Brecher and Diaz-Alejandro 1977), 
I can see no sensible reason why a country should look such a 
gift-horse in the mouth. 

Second, let me comment on our understanding of what drives 
real capital flows in the longer term. The traditional theory 
has centred on the size of the capital stock. When an economy 
is first opened up to the world economy, it has a low capital stock 
(per head), presumably therefore a high marginal productivity of 
capital, low income, and therefore savings too low to exploit the 
investment opportunities available at the world interest rate. 
It can therefore profitably import capital. If development is 
successful, income and therefore savings will rise over time, until 
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eventually the country will be able to provide for its entird 
domestic investment from domestic savings. At that point 'it will 
of course have built up an external debt position and therefore 
face net debt service payments, leading at some stage to a negative 
resource transfer. The country may in due course move on to become 
a capital exporter, and eventually it may reach the stage of net 
creditor' and hence enjoy once again a positive resource transfer 
as its debt service receipts exceed new capital outflows. 

It is this "stages" theory which underlies the notion that 
it is normal for developing countries to import capital, and there
fore motivates the term "negative resource transfer" used in the 
debt literature to signify a situation in which debtors must make 
debt service payments that exceed their net receipt of capital. 
It provides the basis for my suggestion in the preceding section 
that India should aim to running as large a current account deficit 
as is consistent with prudence. 

A new literature is developing which points to demographic 
factors as another key determinarit of capital flows (Masson and 
Tryon 1990). Among countries at the same stage of development, 
some may have growing labour forces and therefore high investment 
needs, others may have a stable labour force with a large 
proportion of the working population in the high-savings pre
retirement years, and still others may have a large retired 
population and therefore a particularly low overall savings rate. 
The United States is a country with a growing labour force and 
a relatively small part of the population in the high-savings phase 
of the life-cycle, and this helps explain why it is currently a 
capital importer despite a capital stock per head that should make 
it a capital exporter according to the stages theory. Japan has 
a particularly high proportion of its population in the high
savings phase, and this helps explain why it is a capital exporter. 
In due course demographic trends will automatically tend to reverse 
that position, hence some imbalance should not be taken as a policy 
problem. 

Another type of capital flow that we can understand tolerably 
well is what is usually termed •capital flight": placement of funds 
abroad by residents who are (perhaps rationally) concerned by the 
risks they perceive in domestic holding of capital. These risks 
may involve expropriation occasioned by political ideology, the 
possibility of devaluation arising from an attempt to hold an over
valued exchange rate, or a fear of taxation, perhaps via inflation, 
provoked by attempts to service an excessive level of debt. It 
can be individually rational to reallocate one's portfolio so as 
to try and sidestep these risks even though the social productivity 
of capital at home may be higher than abroad, public policy may 
therefore be directed to attempting to thwart capital flight rather 
than at adjusting the current account to secure a real transfer 
corresponding to the capital flow. Of course, such a policy is 
unlikely to be viable for long, and hence, even if outward capital 
controls are employed, they need to be supplemented by policies 
that will remove the stimulus for capital flight. 

A "debt crisis" is a situation in which a debtor country has 
difficulty in servicing its• external debt. Debt crises arise from 
overborrowing/overlending. Naturally this is a phenomenon that 
is more easily recognized ex post than ex ante, but it is too 
cynical to dismiss the feasibility of avoiding crises through 
prudence in borrowing (or lending): some count ires, like India 
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and Colombia, went out of their way in the late 1970s to resist 
by accepting loans that were being pushed on them by imprudent 
banks. It is not an accident that India has so far 'avoided being 
dragged into the debt crisis or that Colombia is the one country 
in Latin America that has avoided rescheduling. Once overborrowing 
has been made apparent by an adverse change in circumstances, there 
is no international legal mechanism for receiving debt contracts 
analogous to national bankruptcy proceedings, which is why the 
debt crisis drags on endlessly while imposing severe costs on both 
debtors and creditors. Indeed, in substantial part because of 
the debt crisis, many developing countires - including most of 
those in Africa and Latin America - have experienced a"lost decade" 
so far as development is concerned.. (But this is not true for Asia, 
where two-thirds of the population of the developing world lives.) 

In sum, capital mobility does offer the possibility of real 
economic gains from transferring resources from areas where savings 
are abundant relative to investment needs to those where marginal 
rates of returns are higher. But if mishandled it can be 
dangerous. Capital flight can lead to flows that are socially 
perverse, dE!bt crises can bring costs that far outweigh 
the benefits of being able. to invest more for a time. The over
whelming moral is that countries need to ·restrain their foreign 
borrowing to take advantage of thrift and productivity to a level 
that is safely sustainable. One has to begin to worry about 
whether India may not be in danger of breaching that level. 

Concluding Remarks 

I hope that in the coming years India will indeed seek to 
play its full role in the world economy, rather than remaining 
half-isolated in a vain search for self-sufficiency. I hope also 
that the above thoughts will contribute to understanding of the 
macroeconomic policies that will enable such a quest to be pursued 
prudently. 

Institute for International Bcono•ics, 
Washington-

Footnotes 

1. The empirical findings that incorporation of rational 
expectations do not imply policy ineffectiveness or Ricardian 
equivalence imply respectively that markets do not all clear in 
the short run and that some agents are ·liquidity constrained. 

2. The most likely source with this property seems to me to be 
the vast pool of equity capital seeking investment in the world's 
stock markets, whose managers are increasingly recognizing the 
attractions of putting a part of their portfolio into emerging 
markets like those of India. 



RECENT DEVELOPMENTS IN OPEN ECONOMY MACROECONOMICS 7 

3. Essentially this amounts to solving an equation for the 
current balance ca, of the form CB = f (Y, RER, trade restrictions) 
to find the RER needed when CB is at its target value, y grows 
at the rate permitted by supply-side potential, and trade 
restrictions are at the level {or on the path) preferred on 
microeconomic grounds. 
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New Frontiers of Research in Exchange Rate Analysis 
S. V. Bokil 

This paper attempts to present the progress of research work 
on exchange rates during the recent years. It has been divided 
into three sections. Section I presents the work that was carried 
on within the Jc:~ynesian framework.. Section II presents a review 
of monetary models of exchange rate determination and frustrations 
met in that area. It also comments on the new emerging literature 
on macro-economic modelling. Section III presents a summary of 
the work on the effects of large exchange rate shocks on prices 
and quantities. Here, it ftrst ·discusses the exchange rate pass
through to export/import prices and quantities and then takes up 
an analysis of new concept named as •hysteresis•. The paper offers 
some concluding r~marks. 

I 

When the Bretton Woods system was being set up, the economics 
of the balance of payments and exchange rates was characterised 
by two distinct theoretical frameworks. One was the classical 
monetary theory of payments adjustment (i.e., the specie-flow 
mechanism) traceable to David Bume. The ascendancy of the 
Keynesian economics and the concern for domestic macroeconomic 
stabilisation turned this doctrine into an academic curiosity 
during the 1950s and 1960s. The other framework came to be known 
as the 'elasticity approach'. This approach was consistent with 
some of the assump~ions of the Keynesian framework, (like-t~ite 
supply elasticities, export and import aggregation to form a two
goods framework), In this formulation, with supply prices fixed, 
a devaluation can change the relative price between export and 
import goods and bring about resource shif.ts and . expenditure
switching to generate an improved trade balance, provided the 
Marshal-Lerner condition is satisfied in the neighbourhood of the 
initial zero trade balance. This derivation, which led to a large 
number of empirical studies on demand elasticities of exports and 
imports and the elasticity approach, became a part of conventidnal 
wisdom. 

In the early '50s came some ad hoc modifications of this 
result in the form of foreign trade multiplier, the concept of 
absorption and the Laursen-Hetzler Effect (1950). It was, however, 
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3ames Meade who systemised this body of knowledge by writing two 
volumes on 1 International Economic pol icy • • He used Ricks-Slutsky 
methods to analyse tariff-subsidy affects and the framework of 
foreign trade multi'plier to analyse the impacts of fiscal/monetary/ 
exchange rate policies on internal/external balance. He considered 
the effec-ts of other exogeneous disturbances {like demand/supply/ 
terms of trade) on relative prices, income and the balance of 
payments. He enriched his analysis by incorporating non-traded 
goods and by discussing the question of internal balance through 
wage flexibility. Howeve;r, Meade could not produce a well
integrated model where the real sector and the monetary sector 
closely interact, Meade did have a well-specified money market 
but he ruled out its real influence through his assumption of· 
internal balance of keynesian neutral monetary policy. Capital 
movements in Meade's framework were meant to accommodate goods 
movements and there were no autonomous capital movements arising 
out and the excess demand and supply of the stock of bonds~ Mundell 
happened to be the first to have taken the essential steps in this 
direction. ~ · 

It was Mundell and Fleming who built up a first-ever, well 
integrated open economy model containing equations for a goods 
market, a money market and the balance of payments. This simple 
formulation was used to obtain fiscal/monetary policy multipliers 
under fixed and flexible exchange rates. It showed that on the 
one hand monetary policy loses its effectiveness under fixed 
exchange rates because of high degree of capital mobility but 
fiscal pol icy retains it: but on the other hand under flexible 
exchange rates and.high degree of capital mobility monetary policy 
regains its effectiveness but fiscal policy loses the same through 
an exchange rate appreciation and an associated import surplus .. 
Mundell also used this model to suggest a monetary-fiscal policy, 
mix, through his Principle of Effective Market Classification to 
tackle the Meade-Tinbergen dilemma of internal-external balance. 

Thus, the Mundell-Fleming model laid the foundation for open 
economy macro-economics. For the last thirty years many economists 
have taken the inspiration from this model and have made it more 
realistic~ Initially, Mckinnon and Oates ( 1966), Mckinnon ( 1969) 
and Branson ( 1974) launched their efforts to incorporate stock
flow relationships and balance sheet identities embedded in various 
behavioural tunctions of the private and the government sectors, 
subject to intertemooral budget and portfolio constraints. These 
formulations showed that once stock-flow ·complications are brought 
in, the Mundell-Fleming results have to undergo drastic changes. 
Thus, it is not possible for the government to pursue money
financed or bond-financed fiscal deficits without facing its own 
portfolio constraints or without provoking the private sector to 
react in a predictable way, subject to its (private sector's) port
folio constraints. I·t is easy to see how this interaction works. 
Under fixed exchange rates, continuous money-financed deficits 
will cause an increasing import surplus and capital outflows(i.e., 
private sector's reaction to drive out the excess money either 
through trade account or capital account). This will come up 
against a finite level of reserves of the Central Bank, similarly, 
bond-financed fiscal deficits under fixed exchange rates would 
evoke a monetary squeeze provoking the private sector bring in 
money from abroad through an exchange of goods for money or an 
exchange of bonds for money. This action restores portfolio 
balance in the private sector but the central bank's level of 
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reserves becomes alarmingly large calling for a halt to this 
policy. Under flexible exchange rates, these alternative forms 
of fiscal policy will respectively cause continuous exchange rate 
depreciation or appreciation and cause cumulative vicious circles 
of inflation and depreciation or recession and appreciation amidst 
destabilising portfolio shifts on account of valuation changes 
in the private/public sector wealth. Mckinnon and Brenson also 
showed that as long as flows are changin9 stocks cannot be in 
equilibrium~ and when stocks reach equilibrium, flows come to rest 
at zero lave!. For example, savings-wealth relationship says that 
unless wealth reaches· a desired level, savings have to add to 
wealth and when wealth reaches a desired level, savings have to 
be zero. They thus showed that the loOg-run implication of stock
flow models is the sta.tionary state where policy multipliers tend 
to zero. However, in the actual world, we rarely reach such a 
state: in reality we have stocks adjusting to flows and flows 
changing due to growth and other exogenous impluses. So, the 
working out conditions for stationary state equilibrium and its 
time paths did not retain economists' interest :ior long. By the 
early 1970s, the world had changed over to floating exchange rates 
in the face of high degree of capital mobility stagflationary 
conditions and current account imbalances in the wake of the first 
oil shock economists redirected research interest to exchange rate 
determination. 

II 

When exchange rates began to move a great deal in the '70s, 
the world economic environment was characterised by the world· 
monetary ease and reinforcement of inflationary trends. Some 
economists took a_ global view of these developments and began 
talking in terms of 'global monetarism', the world monetary standard. 
the world monetary supply transmitting to different countries 
through trade channels according to underlying stable money demand 
functions. Hume 's doctrine of natural distribution of species 
was found to be relevant in this connection.. However, economists 
at Chi.cago formulated what came to be known as the monetary 
approach to the balance of payments and exchange rates. Barry 
Johnson offered its initial formulation. He started with a world 
economy that ensured a perfect goods arbitrage (i.e., the Law of 
One Price) and continuous prevalance of the purchasing power 
,parity. In this world, relat~ve prices and shifts therein do not 
make any appearance. Because of the invariance of relative prices, 
the world economy becomes. one-good economy. Thus, substitution 
effects and resource allocation effects among traded goods, or 
between traded and non-traded goods are assumed away. Johnson 
did not introduce any capital market transactions, probably because 
of the implicit assumption of perfect asset substitutability 
ensured by uncovered interest parity. In such a formulation, 
monetary disturbance alone can explain the shifts in the balance 
of payments or exchange rates. Under fixed exchange rates, any 
excess money supply is driven out through an eventual trade deficit 
and any shortage of money is made good through an eventual trade 
surplus. The money supply is endegenous.. Under floating exchange 
rates, an in crease in the money supply exerts pressure on the 
exchange rate in the goods market either through excess imports: 
or else the exchange rate proportionately depreciates in. response 
to domestic inflation preserving goods arbitrage. The opposite 
results will arise when the money supply is reduced.. The money 
supply is exogenous .. 
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Other results, however, are puzzling because they are against 
the conventional wisdom. In this formulation, Y (fixed output 
at the full-employment level) and r (real interest rate) are fixed. 
An increase in output in this model increases the demand for real 
balances, leads to a trade surplus via decline in expenditure, 
and causes an appreciation of the exchange rate. A decline in 
the money demand allows the price-level to increase to clear the 
money market, which via PPP must depreciate the exchange rate. 
A rise in the rate of interest reduces the demand for money and 
with the money stock unchanged, the excess supply of money causes 
either capital outflows (or higher imports) and a depreciation 
of the exchange rate, but this can also be instanteneously ensured 
through the uncovered interest parity wherby a proportionate 
exchange rate depreciation, will present capital outflows. 

The empirical 
Incorporating the 
looks as follows: 

tests of these propositions were soon initiated. 
propositions above, the reduced form equation 

+ (m- m*) - e (y- y*) + s = a • A ( r - r ) 

but under uncovered* interest parity the expected exchange rate 
change 6 se = (r - r ) and if the purchasing power parity prevails, 
the expected exchange rate change is equal to the expected 
inflation differentials, i.e., 6 se ne- n: 
This substitution gives us 

* s = a • + (m - m ) 1/J (y - y ) + 

• • s, m, m y, y are all in logs. 

0 income elasticity 

A ( TI 
e 

* - n e ) 

A semi-inflation elasticity of exchange rate with respect to 

• 
ne-ne) 

Bilson (1979) cites a number of studies where the monetary 
propositions hold good but only hyper-inflationary conditions yield 
such results {e.g., Germany in the 1920s and some Latin American 
Countries in the 1970s), where rates of inflation are moderate, 
the equation yields poor results. 

The unsatisfactory nature of the Chicago version led R. 
Dornbusch (1976) to formulate a sticky price model which leads 
to the overshooting of the real exchange rate. Dornbusch accepts 
the Chicago version only as the long-run relationship where both 
the purchasing power parity and the uncovered interest parity hold 
good. But in the short-run it is assumed that goods prices are 
sticky, but the asset markets adjust instantaneously to preserve 
the uncovered parity. This means in the short-run the real 
exchange rate overshoots its long-run equilibrium value- For 
instance, an increase in the money supply will cause a decline 
in the interest rate. To prevent capital outflows, the exchange 
rate will depreciate (in nominal terms) proportionately but because 
of the sticky prices, this implies a real exchang~ rate 
depreciation, (i.e., the real exchange rate overshoots S> S) where 
S is the domestic currency units per unit of foreign exchange. 
Over time, exchange rate expectations will take the following form: 
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Q (S - S) where 

0< Q <1. 

This means if the actual exchange rate is above the long-run 
equilibrium exchange rate {.§), then speculators will expect S to 
fall towards S at the rate Q per period ( i-e .• they would expect 
the exchange rate to depreciate in future). This means that in 
the short-run, due to sticky prices the purchasing power parity 
relation between the .exchange rcltes S and P - P* does not hold 
good. Moreover, fl.se = (i - I*) 'i:ecause of the uncovered interest 
parity and (i - J ) ¢ ( n ·- tr ) as there are no secular 
inflationary expectations. e So, 9 the. Dornbusch formulation looks 
as follows :-
- . . 
s = (iii - iii ) - ,ff (y - y ) s - s = ! (i - 1*) 

Q 
- 1 . * i.e.,S= s- Q (1-i) 

1 and 2 gives us 
• • • s = em - iii l - e (y -y l - (i - 1 l 

( 1) 

(2) 

Since ! 1, the exchange rate overshoots in the short run. The 
money market clears through interest rate and exchange rate change~ 
In the Dornbusch model, the initial overshooting might be, apart 
from monetary shifts at home and abroad, due to fiscal policy 
shifts, natural resource discovery (e.g., an oil boom) and an 
appreciation of the exchange rate can cause recession. In the 
Dornbusch model, flexible exchange rates do not insulate the 
economy from foreign disturbances. For overshooting to take place 
disturbances must be unanticipated. Anticipated envents under 
rational expectations follow long-run values, and cannot cause 
overshooting. 

The most comprehensive discussion of the overshooting question 
we find in Bhandari (1982). He shows that in a general equilibrium 
model, the goods market parameters (income and interest elasticity 
of demand) can enter along with money market parameters (i.e., 
income elasticity and semi-interest elasticity of real money demand 
into the overshooting formula. He further shows that if the goods 
parameters are more sensitive to exchange rate changes while 
capital mobility is of low degree (i.e .. , money market parameters 
are not very sensitive to exchange rate changes) an undershooting 
of exchange rate can take place. This finding resembles one by 
Frankel and Rodriguez (1982) and Niehans (1977). 

Frankel (1979) produced a model which is of general type. 
With the monetary version's assumption of the uncovered parity, 
which is retained in the Frankel model we have the expression for 
the gap (s -s). 

6 se = s - s = ~ ( i + ii e> - ( 1* + ii e *) 

- - * * where 11 and 1t are the expected rates of inflation and i and i 
are real fnterelt rates but we know in the long run 

s ·em -m*>- e n•- li*> +A<ii -ii *> 
e e 
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and so, 

5 = S + A s 9 

i.e •• s = (m- m*> - ~ CY- y*> +A ci e _; e*> 

+l(i+lT )-(i* 
- e 
Q • 

s = (iii - iii ) - "' (y 

-1 ( i - 1*) 
Q 

put ( ~ + .!._) 

This gives us 

• +lr e ), rearranging the terms 

• -y)+(~+ 

8 and - 1 = .. 
0 

S = (iii- iii*) - 91 (y- y*) + ( S n e-n/) +"' (i- 1*) 

If B = o, we get the Dornbusch model, and if ~ = o, we get the 
monetary version~ so the Frankel model can make a distinction 
between short-run and long-run determinants of the exchange rate. 
In the .ehort-run, because of the price stickiness, deviation from 
the long-run equilibrium value can occur and we get the Dornbusch 
result. In the long-run, the expected rate of exchange rate 
depreciation is given by the expected inflation differential 
between the domestic and foreign currency and we obtain the Chicago 
results. The Fran~el model is called the real interest model. 

The empirical test of the Frankel Formulation ( 1974) ( 1978) 
gave positive results but his 1983 tests are rated by him as a 
disaster because of the wrong signs, serial correlation, 
insignificant coefficients. 

In recent years, the models of Bilson-Dornbusch-Frankel type 
have been subjected to severe criticisms (Boothe and Gulsman (l983l 
The causes for the collapse of the monetary model can be listed 
as follows: 

1. The model was subject to static restrictions like 
linearity (by logs) and it chose variables in relative terms, (i.e ... 
equality of coefficients across countries). 

2. The stationarity in variables was taken for granted. 
It was later realised that data in terms of the levels of variables 
was non-stationary. Only first differences could have stationary 
distribution. Non-stationary data can lead to spurious correlation · 
(high aa and low Durbin-Watson Statistics). 

3. The long-term equilibrium relationships between the 
regressand and the regressor that the variables are cointegrated 
of order 1. But no cointegration tests were made before the 
variables were chosen. 

4. The model was a failure in out-of-sample situations. 

s. The unrestricted version of this model with OLS and 
Cochrane-orcutt methods show tremendous instability of the model 
coefficients and do not support the central proposition of the 
monetary approach that the money supply and the exchange rate hold 
proportionate relationship. 



14 S. V. BOKIL 

. 6. The model is a test of several hypotheses jointly. When 
var1ous hypotheses were tested separately, almost every p1ece 
failed to support the propositions it enunciated. A large number 
of tests on PPP and the rational expectations hypothesis did not 
furnish any empirical support. The hypothesis of stability of 
demand for money functions and money supply processes have 
collapsed due to structural change and innovations in money and 
capital markets paving the way for global financial integration. 
The covered interest parity held good between euro-currency markets 
and many on-shore markets of large industrialised countries but 
the tests of the uncovered interest parity led to large forecasting 
errors~ The attempts to explain the discrepancy by means of risk
premia, Peso problem and rational theory of speculative bubbles 
did not fully take care of the problem particularly when the ascent 
and descent of currencies like the U~S~ Dollar was so prolonged 
and large~ Recently Koren Lewis (1989) has shown that a learning 
model of the exchange rate can take care of only 50 per cent 
forecasting errors~ Economists are .now veering round the view 
that markets behave in an irrational manner~ Only irrationality 
can explain the wild fluctuations in the real exchange ·rate of 
many countries~ 

The frustration over the collapse of monetary models of 
exchan~e rate determination has led in recent years to new macro
economlc models which have become more sophisticated. These models 
show that we have come a long way since the presentation of the 
Mundell and Fleming model and its portfolio-type versions. The 
rise of more open and, sophisticated international~ financial markets 
has affected macroeconomic model-building in ·a ·number of ways. 
The real exchange rate variability and large and variable current 
account imbalances are to some extent consequences possible due 
to the existence of these financial markets. These markets also 
offer wide scope for risk-covering and risk-reducit:tg opportunities 
to individual asset holders. These developments have drastically 
changed the nature of open-economy macro- economic models. 
Currently a typical macro-economic model has to have an optimising 
framework so as to be free the Lucas critique (1976). It must 
also be dressed in a general equilibrium garb to catch economic 
interactions between goods and ·asset markets. It must bear 
intertemporal and stochastic treatment because financial markets 
provide opportunities for intertemporal and risk-covering• trades 
where forward looking behaviour (expectations) plays a crucial 
role. In each model responses to fiscal/monetary/trade policy 
action as also responses to real world disturbances like changes 
in technology, investment opportunities, oil shocks, crop failures 
can be vastly different from those in· the earlier non-stochastic 
partial static models. In this framework, large changes can occur 
in a competitive equilibrium as optimal response of the economy 
to exogenous disturbances or a change in governnient policy 
(Stockmen 1988). Exchange rates and current account can then 
turn out to be endogenous variables. 

This is seen in the recent work on the effects of fiscal 
policy by Gernberg and swaboda (1989) and Frenkel and Rezin (1988). 
In an intertemporal framework, a decision between current 
consumption and future spending is shown to reflect a mix between 
current goods and assets. This mix is determined by the 
intertemporalterms of trade (relative price) between current goods 
and future goods, which is nothing but the real interest rate in 
a world of integrated goods and assets markets. An increase in the 
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bpendings on current goods determined by the sum of government 
spendings, private spendings, wealth holdings and the risk factor 
raises the real interest rate. Current goods and future goods 
both consist of their respective trade and non-traded comoonents 
The public sector and private sector propensities to spend a~ 
between traded and non-traded components of each type of goods 
and between present and future goods could be different. The 
models of revenue raising (namely, consumption taxes vs income 
taxes) can also make the difference. The real interest rate will 
be determined as per directional changes in spendings (i.e., shifts 
towards/against the government sector) and associated biases. 
The real exchange rate/current accounts are determined by a pattern 
of intercountry distribution of outputs, government spendings 
private absorptions, wealth holdings and the risk factor. The 
distribution pattern is revealed by the differences between the 
variables just mentioned. This view reveals that expenditure 
reducing policies affect a current account deficit while 
expenditure switching policies will only affect the real exchange 
rate, keeping the current account deficit unchanged. 

IU 

In the area of real exchange rate analysis, research on 
exchange rate pass-through and exchange rate hysteresis have 
occupied the bulk of attention. we shall now review the work of 
this. kind, and draw liberally on the contributions by the leading 
economists in this area. 

The theoretical framework for studying the exchange rate 
pass-through was provided by Dornbusch {1987). with perfect 
competition and no entry costs the exchange rate pass-through to 

· import and export prices should be perfect. But in manufactures 
we have product differentiation, market concentration and concern 
for market shares. So Dornbusch studies the pass-through under 
a variety of market forms: Cournot 's oligopoly, Dixit-Stiglitz 
imperfect competition (DS). Extended Dixit-stiglitz (EDS} {i.e., 
imperfect competition with conjectural variation and a market form 
of competition· along a circle. The cournot model assumes perfect 
substitutiori among alternative supplies and places and shows more 
variation in the mark-up in response to cost shocks and has the 
potential of a far richer pattern of response to cost shocks. 
In the D-~ model, each country is fully specialised and foreign 
and domes,tic goods are imperfect substitutes, wages are fixed in 
national currency and are sticky. The BDS formulation incorporates 
strategic interaction among different firms.. competition on the 
circle is a model where differentiated products are marketed but 
consumers buy their own brands and not some of each as in the 
o-s model. consumers testes are spread over unit circle but firms 
are on the circle. Domestic and foreign firms have different costs 
so symmetric equilibrium does not necessarily exist. Consumer 1 s 
surplus is a function of price and distance and his maximisation 
does not syncrhoniae with his preference. 

For Cournot's model, we get an expression for the elasticity 
of equilibrium price with respect to exchange rate as: 

* * ill = n ( & w /p) 
N 

This elasticity has two determinants relative 'number of foreign 
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firms n*/N and the ratio of marginal cost w* to price p of foreign 
supplies. Since both these ratios are fractions, the dollar 
appreciation will lower the price less than proportionately. If 
there are a few firms in the industry, most of which are domestic, 
foreign firms will absorb the dollar's appreciation in the form 
of extra profits. 

For export firms, the dollar's appreciation will lower 
marginal revenue with unchanged marginal costs in dollars. A cut 
in output/sales raises foreig.n currency price: but in the dollar 
it declines though less than proportionately. The elasticity of 
foreign price with respect to exchange rate is given by-

• • • 
Ill .= - (n/N (w/e P) * 

i.e., Q) is a negative function. This means 1 + iS will be the 
elasticity of the dollar prJce of exports with respect to adollar•s 
appreciation. If~ >i +' the dollar prices Rf exports will rise 
relative to dollar import prices. If " = ~ = i 1 the relative 
prices of exports and imports will remain unchanged. 

Given the wages at home and abroad, the D-5 model provides 
strong predictions about the impact of dollar appreciation. 

Exporting firms at home still follow the dollar mark-up price& 
Accordingly, dollar prices will remain unchanged. It will also 
affect their sales and profits which means the foreign price of 
exports will rise in the same proportion· and hence raise the 
relative price in foreign market. 

Prices of domestic variants will remain the same but prices 
of imported variants will fall in proportion of the decline of 
dollar unit costs. Import prices will fall relative to exports 
prices, and to domestic prices, if they too remain unchanged like 
export prices. This is the exact specification of ·the fixed price 
Keynesian model given the labour costs and an invariant mark-up. 

In the B-D-5 model, foreign firms 
proportionately less than the reduction in 
domestic firms cut their prices. This is 
the Cournot model. 

reduce their prices 
unit labour costs and 
a result more akin to 

In the last model where price and distance both matter 1 

relative price of imported goods decline and the change in the 
relative price measured depends on the number of firms and the 
degree of substitutability between different variants. Along with 
the change in relative price, consumers trade off the reduction 
in price for the larger distance from their most preferred location. 
So they shift demand for home firms to foreign firms. 

In the last few years, following the lead provided by 
Dornbusch (1987) research on exchange rate pass-through has begun. 
Hooper and Mann (1989) investigate how quickly the change in the 
exchange rate in the 80s affected u.s. import prices of 
manufactured goods. The behaviour of the u.s. trade balance 
depends upon these pass-throughs. 

Foreign firms are assumed to have some degree of control over 
their prices in the u.s. market as a result of market imperfections 
with and without. product differentiation. Then u.s. prices are 
modelled as mark-ups over their costs, where the mark-up can vary 
according to demand pressure and competition in the u.s. market. 
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accroding to demand pressure and competition in the u.s. market 
The authors define the exchange rate pass-through as the ratio 
of. the change in import price to the change in the exchange rate 
when other factors affecting prices are held constant. If the 
pass-through is complete, the foreign producers' mark-ups and 
profit m~rgins are unaffected by exchange rates. If the pass
through 1s less than complete, foreign mark-ups and profit margins 
decline when the dollar depreciates and vice-versa when it 
appreciates .. 

In all estimates short-run elasticity of import Prices to 
the exchange rate is 20\ ~he long-run is between 46\ to 74% with 
most falling between SOt to 60\.. The authors test for lags upto 
12 quarters and conclude that the adjustment takes place within 
upto 7 quarters. By mid-1989, import prices have adjusted fully 
to the dollar depreciation that reached the low point at the end 
1987. They also find that there is littl.e evidence of any change 
in the pass-through_ equation during the past decade. They find 
that Japanese firms do not behave differently from total imports. 
If the Japanese price imports to the u.s. market, they are not 
alone in doing so. Partial pass-through implies fluctuations on 
profit margins. Profit margins on Japanese and total imports had 
fallen from abnormally high levels achieved in mid-80s. But 
margins have not been squeezed to unsustainably low levels by the 
decline of the dollar, so further price movements will take place 
only when further exchange rate movements take place. 

We now turn to "hysteresis". As said above, in economics, 
it is a new idea and is associated with persistent effects that 
remain behind long after the cause that gives rise to them has 
disappeared Here ·the cause concerned is a large and prolonged 
exchange rate disturbance (depreciation or appreciation) and the 
persistent effects take the form of irreversible strutural changes. 
'l'he focus of .the current literature on "the exchange rate 
hysteresis" is on specifying circumstances and deriving conditions 
under which this phenomenon can occur. we first specify the 
circumstances. 

(1) Like the literature on the exchange rate pass-through the 
various write-ups on "hysteresis" specify market conditions. Here 
we find the choice can range from perfect competition to perfect 
monopoly with curnot oligopoly and Chamberlain's monopolistic 
competition coming in between. It means the results on hystere~is 
do not depend upon any specific market conditions. 

(2) Hysteresis can only 
leads to these effects 
Here the choice has to 
infinite time horizon. 
of this decision-making 
discount. 

occur over time, the framework which 
involves intertemporal decision-making. 

be made between finite time horizon and 
Given the time horizon, the parameters 

must be specified, e.g .. , p - rate of 

( 3) The results obtained depend on entry and exit costs which 
foreign firms have to incur in order to enter and withdraw from 
a foreign market. These costs are in nature of "sunk costs" 
Entry sunk costs consist of expenditures incurred for advertisement 
campaigns, setting up of sales and after-sales-service network, 
bringing up the product upto health and safety standards. This 
is the expenditure on the supply sidea On the demand side, 
discounts on sales, discounts on repeat purchases, providing 
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specific spare parts could be looked upon as investment in future 
market shares. Exit costs consists of statutory lay-off 
compensation, expenditure to meet other contractual obligations, 
and costs incurred on dismantling sales and after sales-service 
network. It is these "sunk costs" which play a crucial role in 
deciding entry-exit decisions. These costs are incurred by foreign 
firms in home markets and denominated in home currency. For 
establishing "hysteresis" sunk costs only on entry are enough. 
Some models recognise, besides entry costs, maintenance costs 
needed to maintain sales and service outlets. To highlights the 
role of "sunk costs• they make an assumption of entry sunk costs 
are greater than maintenance costs, which is a reasonable 
assumption. Entry and exit costs can make entry and exit problems 
symmetrical. 

( 4) The next thing to consider is the modelling of the exchange 
rate. The results depend upon the assumptions made in this 
connectiOn. In one case, the exchange rate takes a jump in the 
period one from its previous level (i.e., from e0 te,e1 ) remains 
there for (n-1) periods and returns to e in the n period. In 
some other model, the exchange rate is 0 modelled as a random 
variable in continuous time (the Brownian Motion), and in yet 
another model, the exchange rate changes are assumed to be 
independently and identically distributed. The case of mean
reversion can also be incorporated when the exchange rate behaviour 
is systematic. 

With this lay-out of the initial circumstances, we can now 
show how the results on "hysteresisn are obtained. The most simple 
case is the one explained by Baldwin (1988). He assumes 
Chamberlain-type monopolistic competition with imperfect 
constitution between any two varieties of the same product. An 
increase in the number of varieties in an industry shifts down 
and makes more elastic the demand curve for each variety. So the 
number of firms m1 (i.e., varieties) enters as an argument in the 
inverse demand fun~tion of facing every home and foreign firm. 

Since an appreciation of the dollar affects favourably the 
dollar costs of a foreign supplier to the u.s. market, increasing 
his operat:i'ng profits, he faces the question whether and when he 
should enter: likewise when a depreciation of the dollar takes 
place, dollar costs of his foreign supplies go up and the question 
of exit faces him. This means that the exchange rate enters as 
one more argument in the demand function faced by the foreigner. 
In Baldwin's model market conditions in the importing country are 
assumed to take the form of multi-period curnot-Nash monopolistic 
competition, where new entrants to the market optimally chose their 
output and price assuming outputs of others remain fixed. The 
other assumption relates to the modelling of the exchange rate. 
It is assumed to revert to its original level eD during the nth 
period after staying at e between one and per1od (n-1). This 
is a deterministic of exch\nge rate determination (a Markov type 
behaviour) and assumes a finite time-horizon. The paper shows 
that the present value of aggregate operating surplus for foreign 
firms besides the number of firms in the industry, is a function 
of (1) the size of exchange rate change, (2) time dimension of 
that change. A distinction between large and small exchange rate 
change is drawn to highlight "hysteresis•. 

An exchange rate appreciation which is small in size and which 
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ls expected to return soon to its original level can only raise 
the d1scounted value of operating surplus and does not induce new. 
firms to enter. An exchange rate appreciation which is large (say, 
40%) and sustained (say, 5 years) not only raises the operating 
surplus but induces some fir~ to enter and thus cause a structural 
change in the industry. Thiu can be seen from the Figure I. Bect.ause 
of the "sunk costs", the eptry condition in this model is s > F 
and the exit condition is s < o. This means the traditional exit/ 
entry band given by Marshall gets widened because of the sunk costs. 

The initial conditions are : s = s* = the initial surplus 
of domestic/foreign firms: e

0 
= init?ial e~change rates. When the 

number of firms in the industry is m
1

, the operating surplus 5 > F, 
so some firms will enter the industry. This number is unceriain. 
Depending upon this number, curnot -Nash equilibrium in the period 
zero would be determined at any point between a and b. Suppose 
such a point is c, which determines both number of firm m

2 
and 

the operating surplus S • Now let there be an exchange rate 
appreciation. The opera~ing surplus in the industry goes up from 
52 to Si so some firms will enter and 1the ne"f number of firms 
w1ll determine new equilibrium between a and bl, say at cl. 
Eventually the operating surplus will come down to s

4
, but the 

number of firms remain the same. This is_ "hysteresis". 

Baldwin's model uses a deterministic exchange rate model 
(perfect forecasting). It shows that exchange rate uncertainty 
is not the cause of hysteresis. It is the sunk costs making for 
separate entry conditions (making :for the zone of inaction), that 
causes hysteresis. · 

/ 
Dixit (1989a and 1989b) introduces both entry costs/exit costs 

and exchange rate uncertainty· (exchange rate is modelled as 
a random walk incontinuous ·time) (See Figure II). Dixit looks 
at the question of hyster~sis as a dynamic programming problem. 
The active state of a firm is looked upon as of having two options; 
one of continuing to be _.active and one of becoming inactive. An 
inactive firm, likewise/ is having two options; one of remaining 
inactive and one of be9oming active The valuation of these options 
is arrived through an·· application of stochastic calculus !/. The 
solution arrived at /is different from the usual one given by the 
Black-Scholes formula. It is arrived at as a simultaneous 
solution of the Values of two states which are call options on 
each other. Entry and exit costs then appear as factors which 
widen the band of non-exit no-entry zone. The problem is 
stochastic because the market price Pm is a function of the number 
of firms and the real rate of exchange (random walk in continuous 
time). Dix.it specifies both exit and entry costs, and the boundry 
conditions. 'look as follows: 

PH > w + rk 

PL < w - rl 

where p
8 

= entry price: PL = exit price; w implies variable costs 

and rk is the interest on the entry costs and r.l is the interest 
on the exit costs, the zone between these boundaries is called 
the zone of inaction and the source of hysteresis. The solution 
that simultaneously gives the consistent values of two options, 
one for remaining in and one for remaining out in two situations 
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FIGURE - 1 

s* 
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FIGURE -2 

Determination of Entry and Exit Triggering Exchange Rates. 

R 
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of entry and exit. 

In order to find which option must be exercised, these states 
have to be valued. Because the exchange rate behaviour and the 
number of firms in the industry are uncertain the problem of 
valuation of entry and exit situations have to be looked upon as 
a dynamic programming problem. The solution has to be obtained 
simultaneously and will define two exchange rates I 0 and 00 . I 0 
is the entry triggering exchange rate and 00 is exit - triggering 
one. These I and o0 are the exchange rates where it becomes 
optimal to effect entry and exit, respectively. The paper shows 
that the entry trigger and exit trigger points were wide enough 
where the entry cost K, exit cost 1 and the uncertainty exchange 
rate parameter are quite small. The same is tr.ue of the band at 
the industry level. The· cen.tral contribution Of this paper is 
to show that the ongoing uncertainty is a more potent generator 
of "hysteresis" than 11 sunk costs". (See Figure III) .. 

The paper also discusses exchange rate pass-through. It shows 
that even if supply and demand elasticities are increased 
substantially the pass-through coefficient does not increase 
substantially. In this model, as R increased beyond the entry 
triggering level, the import price declines because new firms enter 
and because the existing firms expand. The reverse will be the 
case when R decreases. The model has not considered the effect 
on domestic firms; hence pass-throughs are under-estimated. In 
spite of this, the pass-through coefficient in the phase where 
the number of firms remains constant is quite small, while its 
values in phases with entry or exit are much larger, perhaps close 
to one. This means in the early phases of a rise and fall in the 
exchange rate, we get little pass-through but in the later stages, 
the effect is· much larger, and breaks the relation between the 
exchange rate and the dollar prices of importables could provide 
test of the hysteresis in various industries. 

Baldwin and Krugman (1989) show that aggregation of industries 
as per their ascending scale of sunkeness is possible: so a 
prolonged exchange rate change of large size can create hysteresis 
at the manufacturing sector level. The second point which this 
paper makes is the study of hysteresis requires a case study data 
rather than usual statistical tools. The third point related to 
the feedback of trade to the exchange rate.. If the economy has 
a large hysterestic sector, then this effect could be more 
effective .. 

Froot and Klemperer, (1989) have looked at hysteresis from 
the demand side. Firms invest today to win consumer•s allegiance 
by means of direct discounts, discounts on repeat sa lee, etc .. , 
to build a market share which becomes an argument in tomorrow•s 
profit function. This means the short term reversible exchange 
rate change would not be allowed to pass-through into import prices 
and quantities. In this framework, an appreciation raises the 
import prices measured in foreign currency and a depreciation 
lowers them. This is reflected in fluctuating profit margins. 
Authors present some empirical support to their propositions .. 
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conclusions 
This paper has extensively surveyed the research on exchange 

rates during the past few years. While the monetary models of 
exchange rate determination have failed to deliver goods, major 
breackthroughs are possible in the area 

1 
of macro-economics of 

exchange rates. Even in our country, this line of research is 
more promising because we know very little how the exchange rate 
pass-through in imports/exports/import prices/export prices are 
determined. Likewise, since markets in our country suffer from 
a number of imperfections, macro-economic models incorporating 
various rigidities could/should be built to study the effects of 
fiscal/monetary policies under high degree of capital mobility 
given the present regime of floating exchange rates. Fortunately, 
because of market imperfections, the Keynesian results on fiscal/ 
monetary policy multipliers are akin to us than some of the 
Recardian equivalances obtained by the protaganists of "rational 
expectations". 

Institute for Financial Management and Research, 
Madras. 

Footnote 

1. Maximisation and minimisation of the 
involves the solution of differentia-l 
'ito's lema'. 

stochastic function 
equations based on 
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Forecasting of Some Major Exchange Rates : 
Structural and Time Series Model's Results 
M. Thomas Paul 
Medha Ashtekar 

It is generally pointed out that the forecasting performance 
of the structural models of the exchange-rate determination is 
poorer than that of the native Random-walk models. Among the most 
influential of the empirical studies of exchange-rate forecasting 
models were those performed by Meese and Rogoff (1983 a, 1983 b, 
1985) (M - R) who found that during the 1976-1984 period on 
structural or time-series technique could appreciably outperform 
the Random-walk at any forecasting horizon shorter than 12 months. 
The forecasts M - R construced were based on the actual future 
values of the exogenous variables. 

Bilson (1978 a), Frankel (1979) and Frenkel (1981) present 
evidence suggesting that the monetary model broke down,. while 
Dornbusch (1980) and Frankel (1982, 1984) draw the same conclusion 
for the portfolio - balance approach. Backus (1984) concentrated 
on the exchange-rate between the U.S. and Canadian Dollars and 
tested a number of portfolio - balance models, and he has concluded 
that Random-wa·lk produced the best post sample predictions. Woo 
( 1985) has worked with a monetary model which out performed the 
Random-walk model in predicting the exchange-rate between the U.S. 
Dollar and Deutschmark during a forecasting period from March 1980 
through October 1981. Meese and Rogoff (1985) extended the 
analysis of their first two papers in a number of directions: to 
Mark-Yen and Mark""'Pound, Dollar-Mark, Dollar-Yen and Dollar-Pound: 
to real exchange-rates as well as nominal exchange-rates. The 
models of systematic behaviour are found to ·be slightly better 
than in earlier studies. 

2. Description of the data and econometric methodology 

2.1 Data 

The data set consists of quarterly observations for Rupee/ 
Dollar, Dollar/Sterling, Deutschmark/Dollar, swiss Franc/Dollar, 
and Yen/Dollar exchange-rates from 1974:1 to 1988:2. The money 
supply statistics used in Ml or its equivalent in India, the u K., 
Germany, Switzerland, and Japan, collected from the Internation11l 
Financial Statistics. Interest rates are short-terta which are either 
prime-rates of banks, or the bank-rate. The data for the growth 
in the industrial production, and chariges of the current account 
balances are also taken from the I.F.S. 
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2.2 structural models 

The following structural models were used 

Log SATl 

LOg SATl 

SATl 

MTl = 

MT2 

IPTl = 

RTl = 

CATl* = 

* log MTl + 8 2 log IPTI + 8 3 
RTl + ·6 4 CATl +ut 

. . . . ( 1 J 
u+ 6

1 
(log MTl- log MT2) + 8 2 log IPTI + 83 (RT1-RT2) 

* + S 4 CATl + ut • • • . ( 2 J 

The domestic currency price of one unit of foreign 
currency (Dollar), except in the case of Dollar 
Sterling exchange-rate of the U.K. 

The money supply in the domestic country (money and 
demand deposits as given in the IFS, Ml definition). 

The money supply in the foreign country (the u_.s.A. 
in this case). 

Growth in the industrial production of the domestic 
country. 

The short-term interest-rate/discount rate in the 
domestic country. 

The growth rate in the current account 
balance of payments. 

of the 

The error term in the OLS regression which follows 
the usual properties·. 

The foregoing are combinations of the monetary and portfolio 
balancing models. According to the monetary model, the increase 
in money supply is expected to have a positive sign as the exchange
rate is defined as the domestic currency price of unit of foreign 
currency. The index for industrial output is expected to have 
a positive sign in portfolio balancing Keynesian framework ,as 
more industrial output/real income is expected to lead to more 
imports and hence the domestic currency value is expected to 
depreciate. However, in the same portfolio-balancing. framework, 
the increase in industrial output can be taken as the sign of a 
strong economy, by international investors who mcly demand more 
domestic currency denominated assets, and hence the domestic 
currency can appreciate. Also in monetary models, it is supposed 
to increase in the value of the domestic currency, as increase 
in real income increases the domestic demand for money in relation 
to the supply of .money. The increase in the short-term interest
rate is expected to increase in domestic currency value under the 
portfolio balancing framework , as there will be more demand for 
domestic currency denominated assets. An.d this of course means 
that open-interest parity does not hold good. But if open-interest 
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rate parity holds good as under a monetarist model 
the increase in short term interest-rates will cause 
the domestic demand for money and hence it will cause 
the value of the domestic currency. 

29 

framework 
a fall in 
a fall in 

The increas.e in the current account surplus, under the 
portfolio-balancing framework of less~ than perfect 
substitutability of domestic and foreign currency denominated 
assets and when open-interest rate parity does not hold good, will 
result it an increase in the value of the domestic currency, as 
the risk premium for holding foreign currency denominated asset 
will increase. 

2.3 Vector-Auto-Regression (VAR) 

The VAR technique provides an opportunity to assess the 
dynamic inter-relationships that characterize the data without 
imposing the strong a priori restrictions common in traditional 
empirical macro-economic work, especially considering the fact 
that many a time, the exogeneity/endogeneity distinction may be 
spurious. 

A VAR is not a single regression equation but a system of 
regressions with one equation for each variable in the system .. 
Given the variables of interest and identical regressors in each 
equation, estimation of the auto-regressive system is a set of OLS
regressions with the current value of each variable being regressed 
on its own lagged values and lagged values of every other variable 
in the system. 

While VAR - system may be easy to estimate, the estimates 
are difficult to interpret due to the multi-collinearity .. Therefore 
we must consider also the Vactor Moving Average Representation 
(VMAR). The VMAR expresses current values of the variables 
in terms of current and lagged values of the innovations (current 
disturbance in the equation of a given variable) in all variables 
of the system. It is used mainly to analyse the short-to medium 
run effects on each variable of given innovation to each of the 
variables.. In VMR we distinguish between the impluse response 
function and the variance decomposition.. The impulse response 
function describes the effect of an innovation ("shock" of one 
standard error) in a given variable on the movement of the level 
of the same or another variable in the system.. Variance decompo
sition breaks down variation in the system into components due 
to variation in the "shocks". This is done in terms of the 
forecast error variance. The variance decomposition is a valuable 
tool because it communicates which variables have a relatively 
sizable independent influence on other variables in the system. 

2.4 Auto-Regressive Time Series Hethod (ARIHA) 

The univariate Box-Jenkins Auto-Regressive Integrated Moving 
Average (UBJ-ARIMA) model is a special class of univariate time
series models that uses only the past information of the series 
being analysed. Though the UBJ - ARIMA models have been proved 
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to be more robust than structural models in forecasting economic 
activity (Nelson 1973), their use has not been appreciated much 
in exchan<i1e-rate modelling.. An attractive feature ·of the model 
perhaps l1es in the availability of wide choice of forecast 
functions and an efficient iterative method of identification, 
estimation and diagnostic checking. 

A general UBJ-ARIMA model is represented by: 

Ill (B) 
p q (B) e:t •••• ( 3) 

z is the standardized vector of a given time-series: £ is 
a sequ~nce of identically distributed uncorrelated errors refe~red 
to as the 'White noise' 'd' is the degree of non-seasonal 
differencing; 'D' is the degree of seasonal differencing~ 's' is 
the length of the seasonal span: 'B' is the backward shift operata~ 
- p (B) is a non-seasonal autoregressive operator (polynomial in 
B) of order p: Ip (Bs) is a seasonal auto-regressive operator 
(polynomial in B ) of order P: e q (B) is a non-seasonal· moving 
average operator (polynomial in B) of order q: and ts

0 
(B8 ) is 

a seasonal moving average operator (polynomial in B) of order q 
and HQ (a8 ) is a seasonal moving average operator (polynomial 
in B8

) of order Q. 

Equation ( 3) represents an ARIMA process of A RIMA (p ,d ,q,) 
(P,O,Q) •. As already indicated the lower case letters (p,d,q) 

· represents the non-seasonal orders and the upper case letters 
(P,D,Q) ·represent the seasonal orders of the process. A non-
seasonal ARIMA model is a special case of the above model with 
P = D = 0 = o: i.e., equation (B) reduces to 

~p (B) (1-B ")~t = 9q (B) £'t ••••••• (4) 

Which is 8n ARIMA (p,d,q) model. 

A random walk model is, in effect, a special case of ARIMA 
(p,d,q) with p = o, d =1, and q = ·o, with the error term following 
a'White nois~ process. In back shift form: 

(1-Blzt ~ t+ <t 

Where' t ' is the drift parameter. If 't ' = 0 the 'Zt' series 
follow a random walk without drift, and if ' C '#- o, ttie series 
follow a random walk with drift, with' E ' being 'the pure 'White 
noise' in both cases. 

3 .. Forecasting Results !/ 

J.l Rupee/Dollar Exchange-Rate 

From 1984: fJrst quarter to 1988: first, the structural models 
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are able to forecast reasonably well the Rupee/Dollar rate. In 
fact they perform better than ARIMA models in terms of the 
forecasting efficiency upto 1988: first quarter. Also the VAR-model 
performs better than ARIMA-models upto 1988. The foregoing 
findings are in contradiction with the common belief that for 
exchange-rate forecastings, ARIMA-models perform better than 
structural models. But from the 1988: Second quarter onwards Rupee 
depreciation is higher than earlier period, and ARIMA-models 
perform better than structural and VAR-models. The regression 
equations for India, show that the money supply and interest rate 
increases, make the value of Indian Rupee depreciate. The VAR
results show that the past lag data of the Rupee/~ollar rate are 
more important for predicting future exchange-rates, than other 
exogenous variables. 

3.2 Deutschmark/Dollar Rate 

From 1984: first quarter to 1986: fourth quarter the 
structural regression models and VAR-models are perhaps more 
efficient than ARIMA models for forecasting Deutschmark/Dollar. 
At that period dollar was high in value. aut from 1987: first 
quarter onwards Deutchmark began to increase in value and this 
turning point is being .captured by ARIMA-models and not the 
structural regressions or VAR-models. ARIMA ( 1,1 ,1) linear and 
log-models forecast efficiently -after 1987: first quarter. The 
structural models , show that growth of industrial production 
contributes to the value of oeutschmark2/. The VAR-model's results 
show that in the case of Germany, apart from the exchange-rate's 
own lagged values, other exogenous variables like money supply, 
growth of industrial output, and interest-rates are also 
statistically significant in explaining future exchange-rate values. 
But it is surprisingly not os in the case of exchange-rates other 
than Deutschmark/Dollar. 

3.3 Dollar/Sterling-Rate 

The same trends of results are discernible for Dollar/Pound 
rate. From 1984: first quarter to 1986: fourth quarter structural, 
and VAR models are better than· ARIMA models. Even structural 
models were not able to capture the fall in the value of Sterling 
in 1985. But from 1986 onwards the value of sterling began to 
increase, and this rise in sterling has been tracked down only 
by the ARIMA - models. Both regression and VAR models are 
inefficient in tracking down this change in 1986,for Dollar/Pound. 
However, the regression of (SR) No.4 is slightly better than Sr.No. 
1 and Sr No.2. The structural regression models show that 
whenever money supply increases, the value of sterling goes down. 
But whenever the rate of interest (short-term) increases, the value 
of .sterling goes up 3/. The VAR results show that the .lagged 
values of the Dollar/Sterling rate are more important for 
forecasting Dollar/Pound- rate, than other exogenouS variables. 

3.4 SWiss Franc per Dollar Rate 

One peculiar feature of the Swiss Franc/Dollar rates• 
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forE>castinq is that the structu_ral .models, especially Sr. (3), the 
ARIMA models and VAR-models are all equally efficient. Another 
difference with other countries is that in the structural 
regression equations, the sign of the money supply is negative 
which implies that whenever money supply increases in Switzerland, 
the value of swiss Franc goes up. This can happen if, whenever 
the Value of Swiss Franc goes down, the Swiss central Bank 
intervenes in the foreign exchange-market, sells the foreign 
exchange and buys the Swiss-Franc , the money supply goes down, 
and this in turn leads to an 'inverse relation between money supply 
and the value of swiss Franc . However, the VAR-results show that 
the lagged va\ues of the exchange-rate are more important than 
other exogenous variables to forecast swiss Franc /Dollar-rate. 
The ARIMA {linear) model predicts that by 1990 fourtH quarter swiss 
Franc /Dollar rate would be ( 1. 6948, whereas the regression model 
sr ( 3) predicts the same would be 1.4779. In any case, all 
forecasting models point to the possibility of the appreciation 
of the Swiss Franc 

J.S Yen/Dollar Rate 

Unlike in the case of Swiss Franc/Dollar, in the cases of 
Yen/Dollar rate there are wide flctuations over different models 
forecast. This may be partly because of the reason that there 
are wide fluctuations in the actual data of the Yen/Dollar rate 
itself. As is well-known, from 1985 onwards the actual value of 
Yen began to increase. From 1987 onwards, the apprecation of Yen 
has been a higher order, and in fact no foregoing models have been 
able to capture this extent of appreciation. However, to some 
extent, the SR ( 3), SR( 4) , ARIMA ( 1 ,1, 1) linear and logs, and the 
VAR, models capture the foregoing. The regression results (which 
are not ·reported here), point out one peculiarity for Japan that 
the growth of current account surplus and short-term interest rates 
have a negative significant effect on the value of Yen. The ARIMA 
( 1,1 ,1 ) linear model predicts that by 1990: fourth quarter 
the Yen/Dollar rate would be 127 .4()3, whereas regression SR( 3) 
predicts that the same would be 144.564. 

4. concluding comments 

Among the various forecasting models, discussed above, ARIMA 
(1,1,1) models are able to capture the turning points, better than 
perhaps other models. Among the family of the ARIMA models, the 
fact that ARIMA (1,1,1) models are found to be significant in terms 
of 'Q'statistics, 4/ implies that it is very difficult to rule out 
some trend element for even quarterly exchange-rate data. And 
structural models are not less important in explaining exchange
rate changes, viz., the impact of monetary policy and money supply 
increase on exchange-rates. However, when it comes to forecasting 
out of the sample periods, ARIMA. Models perform better than 
structural.regression models. 

National Institute of Bank Management 
Pune 
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The Forecasts, 
Rate 

• 1 Theil's u, { ) RMSE of Rupee/Dollar 

TABLE 1 

Model Period 1984 :I II 
Actual Values· 10.741 10.972 
if Available 

SR (1) 10.870 10.913 
• • 0.012 0.005 

(0.057) (0.023) 

SR( 2) 11.182 10.403 
• • 0.04 0.053 

(0.193) (0.231) 

SR (3) 

SR(4) 

ARIMA (l,l,l)linear 14.0314 14.184 

1.5599. 1.0342 • 
(3.2117) (2.757) 

ARIMA (1,1,1) log 13.438 13.597 
• • 1.0324 0.6593 

(0.214) (0.1725) 

SR (1) - Structural Regression Model 1 

SR { 2) - structural Regresaion Model 2 

ARIMA (l,l,l) - ARIMA (1,1,1) Model 

VAR - Vector Auto Regression Model 

SR (3) - Structural Regression Model 3 
SR (4) - Structural Regression Model 4 

III IV 
11.579 12.158 

10 857 11.172 
• • 0.064 0.085 

(0.227) (0.254) 

10.739 11.171 
• • 0 075 0.0846 

(0.265) (0.254) 

14.336 l4o489 

0.7182 • 0.4593. 

(2.3305) (1.8029) 

13.759 13.922 
• • 0.4365 0.2546 

(0.1355) (0.09291) 
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Table 1 contd .. . 

Model Period 1985 :I II III IV 
Actual Values 

12.838 12.498 12.048 12.091 if Available 

SR (1) 11.5206 11.433 11.345 11.757 
• • • • 0.108 0.085 0.06 0.028 

(0.279) (0.235) (0.186) (0.086) 

SR (2) 12.114 11.573 11.586 12.371 
(0.058)* (0.076)* (0.039)* (0.023)* 

SR (3) (0.15) (0.213) (0.121) . ".097) 

SR (4) 

ARIMA (1,1,1) linear 14.641 14.793 14.946 15.098 
• • • • 0.64 0.924 0.946 0.864 

(2.296) (2.897) (3.09) (2.938) 

ARIMA (1,1,1)1og 14.088 14.255 14.424 14.596 
• • • 0.398 0.597 0.617 0.563 

(0.132) (0.18) (0.188) (0.182) 

VAR 11.392 11.481 11.628 11.713 
• • • •• 0.954 0.466 0.024 0.27 

(0.231) (0.123) (0.007) 0.0801. 

Mo~e1 Period 1986 :I II III IV Actual Valueti 12.312 12.5 12.592 13.039 if Available 

SR (1) 11.898. 11.891. 11.902. 12.299. 
0.034 0.049 0.056 0.050 

(0.099) (0.139) (0.153) (0.145) 

SR (2) 12.951 12.289 12.943 13.558 • • 0.051 0.017 0.028 0.039 
(0.146) (0.0473) (0.075) (0.097) 

SR (3) 12.026 11.786 11.897 12.342 • • • o.o18*· 0.024 0.008 0.027 
(0.176) (0.051) (0.158) (0.088) 

SR (4) 12.573 12.077 12.56 13.037 • • • • 0.011 0.119 0.063 0.106 
(0.001) (0.018) (0.011) (0.022) 

ARIMA (1,1,1) 15.25 15.555 15.708 15.859 • • • • 0.805 0.647 0.694 0-838 (2.963) (2.668) (2.844) (3.231) 
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Table 1 contd ..... 

Model Period 1986 
Actual Values 

: I II III IV 

if Available 12.31 2 12.5 12.592 13.039 

ARIMA (1,1,1) log 14.769 14.944 15.122 15.301 
* * * * 0.528 0.529 0.421 0 459 

(0.176) (0.183) (0.159) (0.174) 

VAR 11.89 11.973 12.099 12.258 
* * * 0 .. 153* 0.512 0.325 0.228 

(0.142) (0.86) (0.059) (0.035) 

Period 

Model 
Actual 1987 :I II IV 
Values III 

if Available 13 .. 015 12.781 13.049 13 

SR ( 1) 12.649 12.314 12.514 12.832 

0.0285* 
. * 

0.037 0.0419* 0.013* 

(0.071) (0.097) (0.1037) (0.033) 
' 

SR (2) 14.856 13.559 13.776 14.164 
* * * * 

0.132 0.059 0.054 0.086 

(0.329) (0.154) (0.344) (0.214) 

SR (3) 12.913 12.3"503 12.5904 12.91 

0.0175* * * * 
0.068 oo:091 0.101 

(0.076) ( 0. 24) (0.274) (0.261) 

SR (4) 14.187 13.087 "13.298 13.686 
* * 0.291* 0.195* 0.233 0.343 

(0.054) (0.0973) (0.0967) (0.075) 

ARIMA (1,1.1) 15.859 16.012 16.165 16.317 
linear * 0.753* 0.812* 0.829* 0.835 

(3.231) (3.116) (3.317) (3.426) 

ARIMA {1,1,1) log 15.483 15.667 15.853 16.041 
* * 0.557* * 

0.565 0.511 0.574 

(0.0204) (0.195) (0.210i (0.219) 

VAR 12.3759 12.479 12.6233 12.821 
* * o.oo9* * 

0.152 0.031"5 0.118 

(0.032) (0.008) (0.002) (0.028) 
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Table 1 contd .•. 

Model 

SR (1) 

SR ( 2) 

SR (3) 

SR (4) 

Period 1988 :I 

Actual Values 13.043 
if Available 

12.657 
* 0.095 

(0.263) 

13.205 

0.243* 

(0.087) 

ARIMA (1,1,1) 6.469 
Linear 0 .707* 

(3.193) 

ARIMA (1,1,1) log 16.231 
* 0.491 

(0.201) 

VAR 12.982 

Model Period 1989 :I 
Actual Values 15.201 if Available 

SR ( 1) 

SR (2)" 

SR ( 3) 13.165 
0.059* 

(0.163) 

SR (4) 13.505 

0.034 * 

(0.096) 

II 
13.429 

12.783 

0.063* 

(0.196) 

13.315 

0.057* 

(0.176) 

16.622 

0.466* 

(2.498) 

16.424 
* Q.323 

(0.152) 

13.147 

II 

16.105 

13.295 

0.057* 

(0.154) 

13.681 

0.002 * 

(0.006) 

III 
14.276 

12.909 

0.023* 

~.072) 
13.315 

* 0.003 

(0.009) 

16.774 

0.334* 

(2.0,06) 

16.619 
* 0.232 

(0.119) 

13.354 

III 

16.605 

13.426 

o.o55* 

(0.136) 

13.472 

0.0026 * 

(0.0066) 

IV 
14.920 

13.036 
o.024* · 

(0.068) 

13.417 
* 0.021 

(0.061) 

16.926 

0.282* 

(1.798) 

16.816 
* 0.199 

(0.108) 

13.628 

IV 

13.559 

13.6005 
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Table 1 contd ..... 

Model Period 1989 :I Il III IV Actual Values 
if Available 

A RIMA (1,1,1) 17.079 17.231 17.384 17.536 

linear • 0.157' • 0.101 

(1.126) (0.778) 

A RIMA (1,1,1) 17.016 17.218 17.629 17.422 
• • log 0.113 0.077 

(0.0668) (0.048) 

VAR 13.873 14.113 14.41 14.764 

Model Period 
Actual Values 

1990 :I II III IV 

if Available 

SR ( l) 

SR ( 2) 

SR ( 3) 13.692 13.828 13.964 14.102 

SR 14) 13.731 13.863 13.996 14.129 
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The Forecast * Theil's, ( 
Rate 

) RMSE Of Deutschmark per Dollax 

Model Period 1984 :I 

2.7025 

SR (1) 

SR ( 2) 

SR (3) 

SR (4) 

Actual Values 
if Available 

2.3988 
• 0.1192 

(2.092) 

2.5465 
• 0.0595 

(1-044) 

ARIMA (1,1,1) 2.092 
linear 5.648 • 

(0.6359) 

ARIMA (1,1,1) 2.089 
log 6.336 

(0.2689) 

VAR 

Model Period 1985 • 
Actual Values' · 1 

if Available 3.2563 

SR ( 1) 2.3716 

TABLB 2 

II 

2.7095 

2-6484 
0.0228 • 

(0.3828) 

2.7376 
0.0103 • 

(1-173) 

2.074 

2.684. 

(0.8641) 

2.071 

3.0128 

(0.3522) 

II 
3.0867 

2.3499 

0.31703* 0.2727* 

(1-3025) ( 1-4361) 

III 

2-9189 

2.3722 
• 0.2073 

(1-5474) 

2.5147 
0.149. 

(1-112) 

2.055 

2.2298 • 
(1-0168) 

2.052 

2.5084 

(0.4058) 

III 
2.849 

2.2669 

0.2285* 

(2.0816) 

IV 

3.0529 

2.4864 

0.2052 • 
(1-1471) 

2.3076 
0.279* 

(1-564) 

2.03~ 

1-878 • 

(1-2389) 

2.035 

2.1172 

(0.4791) 

IV 
2.5839 

2.41208 

0.0688. 

(5.6824) 
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Table 2. contd .. ·. 

Model Period 

SR (2) 

SR (3) 

SR (4) 

Actual Values 
if Available 

ARIMA (1,1,1) 
linear 

ARIMA (1,1.1) 
log 

VAR 

Model Period 
Actual Values 
if Available 

SR (1) 

SR (2) 

SR (3) 

SR ( 4) 

1985 :I 

3.2563 

2.584~ 
0.231 

(0.949) 

2.0173 

2.2214 

(1.088) 

2.0168 

2.5137 

• 

• 
(0.4343) 

2.5179 
• 0.0999 

(0.187) 

1986 :I 

2.3463 

2.3609 
0.00622. 

(0.0738) 

2.4833 

0.0567. 

(0.6728) 

2.1083 

0.1221. 

(2.0493) 

2.2495 

~.0658. 

II 

3.0867 

2.578l 
0.179 

(0.947) 

1.9986 
3.4475 • 

(0.8691) 

1.999 
• 3.0175 

(0.3629) 

2.4419 

0.02962 

(0.0999) 

II 

2. 2464 

2.4349 

o.oao6* 
(0.6301) 

2.5216 
• 0.116 

(0.9037) 

2.1331 
• 0. 2767 

(2.0646) 

2.2577 

0.2211* 

• 

III 

2.849 

2.535~ 
0.117 

( l. 061) 

1.9799 

47.9035 • 
(0.6227) 

1.9818 
• 54.606 

(0.27404) 

2.4034 
• 0.0094 

(0.3011) 

III 

2.0856 

2.3827 
0.1332. 

(0.6589) 

2.5409 

0.1974* 

(0.977) 

2.0954 
• 0.3042 

(1.7002) 

2.2189 

0.3286* 

IV 

2.5839 

2.3504* 
0.0947 

(7.822) 

1.9612 

1.6116 • 
(0.4039) 

1.9645 
• 1.8363 

(0.1863) 

2.3266 
• 0.0588 

(0.2847) 

IV 

2.0076 

2 5034 

0.2207* 

(0.9187) 

2.5497 

0.239* 

(0.995) 

2.1347 
• 0.3889 

( 1. 598) 

2.2497 

0.33~4* 

39 
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Table 2 contd .. . 

Model Period 1986 :I II III IV 
Actual Values 

2.3463 2.2464 2.0856 2.0076 if Available 

SR (4) (1.104) (1.6496) (1.8368) (1.3819) 

ARIMA (1,1,1) l. 9424 1.9237 1.9049 1.8862 
linear * * * * 0.9207 0.3533 0.2058 0.03697 

(0.3227) (0.1806) (0.1214) (0.02801) 

A RIMA (1,1,1} 1.9474 1.9304 1.9136 1.8969 
log * * * * 1.0455 0.3926 0.2204 0.0637 

(0.1515) (0.0861) (0.0567) (0.0219) 

VAR 2.2966 2.232 2.214 2.162 

0.0087 0.0662 0.0195 0.0286 

(0.0284) (0.142) (0.0359) (0 04002) 

Model 
Period 
Actual Values 1987 :I II III IV 

if Available 1.8395 1.8032 1.8393 1.7055 

SR ( 1) 2.5819 2.5485 2.5489 2.5963 
* 0.3459* * 0.4204 * 0.339 0.3263 

(1.0346) (0.9951) (0.9953) (1.0424) 

SR (2} 2.7458 2.497 2.5133 2. 3465 
* * * * 0.4006 0.3255 0.3122 0.3191 

( 1.224) (0.9363) (0.9524). (0 7911) 

SR (3) 2.1881 2.1355 2.1363 2.1129 
* * * * 0 3502 0.3094 0.1904 0.1069 

( 1.8442) (2.8189) (15.72) (1.268) 

SR (4) 2.~610 2.2022 2.2158 2.1879 
* * * * 0.2849 0.2239 0.1613 0.0421 

(1.5003) (2.0404) (13.328) (0.4996) 

ARIMA (1,1,1) 1.8675 1.8487 1.8301 1.8113 
linear 0.0574* 0.0122* * * 0.119 0.1006 

(0.0456) (0.0093) (0.1058) (0.0735) 

ARIMA (1,1,1) 1.8804 1.8639 1.8477 1.8316 
log * * * * 0.0909 0.0132 0.1696 0.0829 

(0 0331) (0.0456) (0.0713) (0.0274) 
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Table 2 contd . .. 

Model Period 1987 :I II III IV 
Actual Values 

1.8395 if Available 1.8032 1.8393 1. 7055 

VAR 2.1609 2.1233 2.135 2.109 

0.03102 • • • 0.1029. 0.03102 0.0036 

(0.0414) (0.0051) (0.0051) (0.1216) 

Model Period 1988 :I II III IV 
Actual Values 1.8661 1. 7756 1.8493 1.9339 
if Available 

SR ( 1) 2.5626 2.6653 

0.3172. • 0.4062 

(1.0123) (Lli88) 

SR (2) 2.3719 2.2783 
• • 0.2399 0.2493 

(0.7655) (0.6866) 

SR (3) 2.1057 2.1356 2.1063 2.1397 

0.05178* 0.00466* 0.0614* 0.1735* 

(0 4049) (0.0231) (0.2554) (0.5295) 

SR (4) 2.1197 2.1261 2.9818 2.1476 

o.oo5* • • 0-249* 0.062 0 114 

(0.039) (0.307) (0.474) (0.762) 

ARIMA (1,1,1) 1.7926 1. 774 1. 755 1. 726 
linear o.oo2* 

(0.0017) 

A RIMA (1,1.1) 1.816 1. 7998 1. 784 1. 769 

log 0.036. 

(0.0135) 

VAR 2.1229 2.117 2.151 2-1429 
• • 0.0228 0.04636 

(0.0332) (0 0596) 

Model Period 1989 : I II III IV 

Actual values 1.9242 1.6281 1.5969 
if Available 

SR ( 1) 
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Table 2 contd ... 

Model Period 

SR (2) 

SR (3) 

SR (4) 

Actual Values 
if Available 

ARIMA (1,1,1) 
linear 

ARIMA (1,1,1) 
log 

VAR 

1989 :I 

1.9242 

2.1362 

0.1691 • 
(0.4866) 

2.0409 
• 0.199 

(0.575) 

1. 718 

1. 753 

2.1861 

II 

1.6281 

2.1327 

0.1496 • 
(0.4566) 

1.9903 
• 0.186 

(0.568) 

1.699 

1.738 

2.1864 

III 

1.5969 

2.1293 

0.2142 • 
(0.5312) 

2.1477 
• 0.249 

(0.618) 

1.680 

1. 723 

2.2397 

IV 

2.1258 

2.1429 

1.661 

1.693 

2.2452 
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The forecasts, 
Rate 

Theil's ,u ,( ) RMSE of Dollar per Sterling 

Model Period · 1984 :I 
Actual Values lo4346 
if Available 

SR (1) 

SR (2) 

SR (3) 

SR (4) 

ARIMA (1,1,1) 
linear 

ARIMA (1,1,1) 
log 

VAR 

Model Period 

SR (1) 

SR ( 2) 

SR (3) 

SR (4) 

Actual Values 
if Available 

ARIMA (1,1,1) 

1.4765. 
0.0241 

(0.057) 

1.657 
• 0.2002 

(0.475) 

1.681 
0.5035. 

(0.3751) 

1.6956 

0.577* 

(0.262) 

1985 : I 

1.1152 

1.579 
• 0.210 

(0.399) 

1.48 
0.1703. 

i0.4383) 

1.664 

TABLE 3 

II 
1.3967 

1.431. 
0.124 

(0.251) 

1. 706 
• 0.226 

(0 456) 

1.677 
0.5473. 

(0.4523) 

1.691 

0.625* 

(0.324) 

II 

1.2576 

1.552 
• 0.076 

(0.174) 

1.491 
0.0486. 

(0.324) 

1.660 

III 
1.2977 

1.469. 
0.005 

(0.0089) 

1.626 
• 0.031 

(0.456) 

1.6728 
0.592* 

(0.5491) 

1.6864 
0.674* 

(0.408) 

III 

1.3759 

1.484 
• 0.021 

(0.053) 

1.445 

0.0157 

(0.112) 

1.6558 

• 

IV 
1.2162 

1. 210~ 
0.348 

(0.538) 

1.254 
• 0 283 

(0.055) 

1.6685 
0.5126. 

(0.4024) 

1.6819 

o.sea* 
(0,285) 

IV 

1.4367 

1.467 

o.o22* 
(0.057) 

1.459 
0.045. 

(0.04) 

1.6515 
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Table 3 contd .. -

Model Pei-iod 1985 :I II III IV 
Actual Values 1.1152 1. 2576 1.3759 1.4367 
if Available 

ARIMA (1,1,1) 0.4197* 0.3545* 0.3435* 0.3435 • 
linear (0.2799) (0.2148) (0.2069) (0.2069) 

ARIMA (1,1,1) 1.677 1.673 1.668 1.664 
log 0.488* 0.417* • 0.3049* 0.4049 

(0.193) (0.147) (0.1414) (0.0924) 

VAR 1.3967 1.3608 1.3405 1.3203 
• • • • 0.0405 0.0263 0.6371 0.0647 

(0.0401) (0.0302) (0.0493) (0.0935) 

Model Period 1986 :I II III IV 
Actual Values 
if Available 

1.4404 1.5087 1.4895 1.4292 

SR (1) 1.473 1.369 1.310 1.371 
• • • • 0.097 0.128 0.0416 0.162 

(0.281) (0.281) (0.359) (0.105) 

SR ( 2) 1.377 1.412 1.293 1.393 
• 0.142* • 0.025* 0.0663 0.142 

(0.115) (0.193) (0.397) (0.065) 

SR (3) 1.669 1.572 1.515 1.589 

o.o55* 0.102* 0.102* 0.109* 

(0.175) (0.296) (0.275) (0.275) 

SR (4) 1.657 1.650 1.632 1 681 

0.206. 0.167* 0.140* • 0.089 

(0.471) (0.424) (0.359) (0.260) 

ARIMA (1,1,1) 1.647 1.643 1.639 1.635 
linear • * • * 0.252 0.269 0.335 0.177 

(0.134) (0.149) (0.205) (0.089) 

ARIMA (1,1,1) 1.659 1.655 1.65 1.645 
log 0.325* 0.395° 0.223* • 0.016 

(0.103) (0.141) (0.063) (0.004) 

VAR 1.313 1.304 1.308 1.312 

• 0.0414° • • 0.6944 0.0172 0.00016 
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Table 3 contd . .. 

Model Period 

VAR 

Actual Values 
if Available 

Period 

SR (1) 

SR (2) 

SR (3) 

SR (4) 

ARIMA (1,1,1) 
linear 

ARIMA (1,1,1) 
log 

VAR 

Model Period 

SR (1) 

Actual Values 
i~ Available 

1986 I 

1.4404 

(0.137) 

1987 :I 
1.5417 

1.312 

0.267* 

(0.501) 

1.276 

0.189. 

(0.586) 

1.532 
• 0.094 

(0.224) 

1.614 
• 0.091 

(0.255) 

1.631 
• 0.042 

(0.0167) 

1.641 

0.042. 

(0.009) 

1.324 

0.0139* 

(0.0238) 

1988 :I 

1. 7967 

1.182 
0.473. 

(2.471) 

II 

1.5087 

(0.0669) 

II 
1.6427 

1.257 

0.259* 

(1.032) 

1.306 

0.229* 

(0.884) 

1.499 
• 0.186 

(0~377) 

1.587 

0.162. 

(0.407) 

1.626 

).0121 

(0.005) 

1.637 

• 

• 

1.330 

0,00062* 

(0.0013) 

II 

1.8429 

1.483 
0.473. 

(3.282) 

III 

1.4895 

(0.0269) 

III 
1.6166 

1.248 

0.374* 

(0.942) 

1.225 

0.277* 

(1.006) 

1.506 

0.0515 • 
(0.092) 

1.565 
0.046. 

(0.143) 

1.622 

0.476* 

(0.137) 

1.632 

0.493* 

(0.049) 

1.343 

0.057* 

(0.112) 

III 

1.6955 

1.231 
• 0.321 

(1.409) 

IV 
1.4294 

45 

(0.00024) 

IV 
1. 7547 

1.208 

0.419. 

(1.935) 

1.234 

0.352* 

(1.0243) 

1.483 
• 0.439 

(0.680) 

1.563 
• 0.035 

(0.134) 

1.618 
• 0.746 

(0.183) 

1.628 
0.789. 

(0.101) 

1.349 

0.0091* 

(0.0243) 

IV 

1. 7904 

1.269 

0.344. 

( 1. 988) 
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Table 3 contd .•• 

ModE·l Period 1988 :I II III IV 
Actual Values 1. 7967 1.8429 1.6955 1. 7904 
if Available 

SR ( 2) 1.165 1.186 1.115 1.109 
* * * * 0.434 0.441 0.419 0.479 

(2.559) (3.06(}) (1.845) (2.769) 

SR ( 3) 1.437 1.459 1.564 1.605 
* 

0.191* 0.139* 1.147* 0.0334 

(0.635) (0.438) (0.354) (0.377) 

• 
SR (4) 1. 5213 1.5318 1.5246 1.5468 

0.032* 0.116 * 0.166* 0.185* 

(0.118) (0.599) (0.982) (1. 283) 

ARIMA (1,1,li 1.6133 1.609 1.605 1.606 
linear * * • • 1.171 0.261 0.753 0.187 

(0.234) (Q.091) (0.189) (0.187) 

ARIMA (1,1.1) 1.624 1.619 1.615 1.610 
log • • • • 1.258 0.262 0.804 .0. 769 

(0.129) (0.049) (0.106) (0.104) 

VAR 1.356 1.351 1.346 1.329 
• • • • 0.0019 0.075 0.025 0.039 

(0.006) (0.262) ,(0.058) (0 .118) 

Model Period 1989 :I II III IV 
Actual Values 1.783 1.6281 if Available 

SR (1) 1.279 1.243 
0.333. 0.270* 

(1.878). (1.008) 

SR (2) 1.054 0.893 
• • 0.526 0.600 

(2.970) (2.24) 

SR (3) 1.5969 1.541 1.473 1.4574 
• * * 0.0411 0.0172 0.106 

(0.119) (0.6481) (0.267) 
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Tab,le 3 Contd ••• 

Model Period 1989 :I II III IV 
Actual ValueS 1. 783 1.6281 
if Available 

SR (4) 1;4853 1.3544 1.5184 1.52 

0.106° • • 0.146 0.183 

(0.467) (0.846) (1.0313) • 
ARIMA (1,1,1) 1.596 1.592 1.588 1-584 
1 inear 0.087* 

(0.036) 

ARIMA (1,1,1) 1.606 1.602 1.597 1.593 
log o.on* 

(0.0163) 

VAR 1.307 1.269 
o.o37* 

(0.106) 



48 M. THOMAS PAUL, HBDBA ASBTBKAR 

• Theil's u, ) The Forecasts, RHSE Of Swiss Franc per 

Dollar Rate 

TABLE 4 

Model Period 1984 :I II III IV 
Actual Values 2.1975 2.2459 2.4409 2.5145 
if Available 

SR (1) 1.9644 1.9541 1.9446 "1.9193 
• • • • 0.1121 0.1392 0.2273 0.2701 

(0.58101) (0.81301) (2.5859) (4.6409) 

SR (2) 2.1165 2.1102 2.0537 2.1414 
·• • • • 0.03755 0.06235 0.1727 0.16062 

(0.1946 (0.36424) ( 1. 96484) (2.7595) 

SR ( 3) 

SR (4) 

ARIHA (1,1,1) 2.1254 2.1094 2.0935 2.0775 
linear 0.3372 1.6567* 3.2101* • 6.6097 

(0.1364) (0.3474) (0.4369) (0.694) 

ARIMA (1,1.1) 2.093 2.077 2.063 2.048 
log 0.4705* 2.0435* 3.8955* 7.8279 • 

(0.07795) (0.1684) (0.2053) (0.3041) 

VAR 

Hodel Period 1985 :I II III IV 

Actual Valuee 2.75"56 2.5926 2 .• 3463 2.134 
if Available 

SR (1) 2.002 1.9711 1.9765 1.8579 

0.3195* 0.2741* 0.1715 
.. 

0.1385* 

(0.5779) (9.9241) (1.3457) (0.6233) 

SR (2) 2.0967 2.1158 2.1237 2.03534 

0.27329* 0.20321* • • • 0.09966 0.04733 

(8.1932) (7.3578) (0.78203) (0.21296) 

SR ( 3) 

SR (4) 



FORECASTING OF SOME MAJOR EXCHANGE RATES 49 

Table 4 contd .•• 

Hodel Period 1985 :I II III IV 
Actual Values 2.7556 2.5926 2.3463 2.134 
if Available 

ARIMA (1,1,1) 2.0616 2.0456 2.02.97 2.0138 
linear 9.4304 .. • • 0. 0305'9* 1.0404 0.23278 

(0.54696) (0.31661) (0.12025) (0.02059) 

ARIMA (1,1,1) 2.03302 2.01842 2.0039 1.98953 
log • • ·• 11.3152 1.2935 0.3234 0.003396 

(0.2503) (0.1577) (0.0701) (0.0009955) 

VAR 2.0804 2.04924 2.0177 1.9838 
• • • • 0.2624 0.1969 0.0589 0.-04719 

(2.9028) (2. 7127) (0.1846) (0.0886) 

Model Period 1986 :I II III IV 
Actual Values 1.9772 1.8674 1.6868 1.6643 
if Available 

SR (1) 1.9647 1.8589 1.8111 1.7822 

0.0063* 0.0046. 0.0711 0.0685* 

(0.0212) (0.0129) (0.1554) (0.1454) 

SR (2) 2.1631 2.074 2.077 2.14 

0.0899* o.1o5* o.2o5* 0.252* 

(0.301) (0.295) (0.455) (0.534) 

SR ( 3) 1.9299 1.8355 1.8002 1. 7286 

0.0172. • • 0.123* 0.0651 0.0379 

(10.5012) (0.4576) (0.7502) (0.0811) 

SR (4) 1.9015 1.8349 1.8448 1.8659 

• • • • 
0.1545 0.0391 0.0175 0.0895 

(0.6949) (0.1J08) (0.0492) (0.1957) 

ARIMA (1,1,1) 1.9978 1.9819 1.9859 1.9499 

linear • • • • 
0.1461 0.2896 0.2896 0.2896 

(0.1145) (0.2791) (0.2857) (0.3886) 

A RIMA (1,1,1) 1.9752 1.96104 1.94695 1.93297 

log 0.1397* • • 0.4014 • 0.3174 0.3216 

(0.04892) (0.1434) (0.1497) (0.2166) 
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Table 4 contd •.• 

Model Period 1986 : I II III IV 
Actual Values 1.9772 1.8674 1.6868 1.6643 
if Available 

VAR 1.9506 1.9164 1.8839 1.85196 
* * * * 0.1186 0.1378 0.2334 0.1121 

(0.1724) (0.1727) (0.2386) (0.1120) 

Model Period 1987 : I II III IV 

Actual Values 1.5454 1.4914 1.5254 . ,n5 
if Available · 

SR (1) 1.8071 1.7986 1.753 1.5354 
* 0.1873* 0.1390* 0.0905* 0.1564 

(0.28701) (0.3226) (0.2492) (0.14096) 

SR (2) 2.1809 2.2137 2.1094 1.8407 

0.345* 0.395* 0.324* 0.272* 

(0.632) (0.6802) (0.581) (0.424) 

SR ( 3) 1.7482 1. 7217 1 .6778 1.4626 
* * * ' 0.1436 0.0952 0.0419 0.01633 

(0.0484) (0.1423) (0.0805) (0.2262) 

SR (4) 1.8954 1.9099 1.8392 1.6686 
* * * ' 0.1143 0.2042 0.2473 0.18707 

(0.2429) (0.3746) (0.426) (0.3352) 

ARIMA (1.,1,1) 1.9340 1.9181 1.9021 1.8862 
linear 

0.3516* 0.3681* * 0.3875* 0.3348 

(0.4267) (0.3767) ·(0.4837) <o-49S4l 

ARIMA (1,1,1) log 1.9191 1.9053 1.8916 1.878 
* 0.3895* 0.4587* * 0.4259 0.4641 

(0.2449) (0.2152) (0.29196) (0.3047) 

VAR 1.8232 1.7966 1.7744 1.7554 
* * -

0.1549* * 0.1655 0.1862 0.3134 

(0.1478) (0.15866) (0.1356) (0.2482) 
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Table 4 contd ... 

Model Period 1988 : I II III IV 

Actual Values 1.3748 1.4182 .1.5642 1.496~ 
if Available 

SR (1) 1.5058 1.5196 1.5455 1.5098 

0.0911 • • • 0.0091° 0.0690 0.012 

(0.138) (0.109) (0.0226) (0.0158) 

SR (2) 1.8739 1.9069 1.8639 '1. 7895 

0.3097° • • • 0.2966 0.1753 0 .l-7907 

(0.4679) (0.4693) (0.3269) (0.3101) 

SR (3) 1.3974 1.408 1.4502 1.4302 

0.1436° 0.0952° 0.04195° 0.01633 • 
(0.2473) (0.1706) (0.653.6) (0.02467) 

SR (4) 1.7326 1. 7317 1.6859 1.631 

0.1737° 0.2314 • 0.1997° • 0.0749 

(0.2706) (0.4956) (0.3166) (0.1406) 

ARIMA (1,1,1) 1.6702 1.8543 1.8383 1.8224 

linear 0.3539° 0.2523° 0.2826° 0.2114° 

(0.4361) (0.2741) (0.3263) (0.2263) 

ARIHA (1,1,1) 1.8645 1.8511 1.8376 1.8246 

log 0.4259* 0.3057° 0.3471* 0.2642. 

(0.2664) (0.1612) (0.1985) (0.1367) 

VAR 1.7414 1. 7311 1. 7258 1.7238 

0.27601. 0.2375* 0.1938* 0.1604. 

(0.2-139) (0.1905) (0.17600) (0.1372) 

Model Period 1989 : I II III IV 

Actual Values 1.5601 1.6967 1.6606 1.75861 
if Available 

'SR ( 1) 1.6281 1.6704 
• • 0.0299 0.0156 

(0.0572) (0.0346) 

SR (2) 1.9059 1.9227 

0.1875. 0.125* 
(0.3587) (0.2769) 
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Table 4 contd ·· · 

Model Period 1989 :I II III IV 

Actual Values 1.5801 1.69~7 1.6606 1. 75861 
if Available 

-SR ( 3) 1.5397 1.5473 1.5355 1.5238 
• 0.0756* 0.0452* 0.0075 

(0.01193) (0.14189) (0.07806) 

SR (4) 1. 7089 1.7457 1.6851 1.6762 
0.08633* 0.0784* 0.0284* 

(0.1495) (0.1499) (0.6298) 

ARIMA (1,1,1) 1.8065 1.7905 1.7745 1. 7586 
linear 0.0983* 

(0.0938) 

• ARIMA (1,1,1) log 1.8115 1. 7985 1. 7856 1. 7600 
• 0.1306 

(0.0583) 

VAR 1. 7261 1.7308 1.7386 1. 7475 
• • 0.0572 0.01229 

(0.0527) (0.1269) 

,. 
Model Period 1990 : I II III IV 

Actual Values 
if Available 

SR (1) 

SR ( 2) 

SR ( 3) 1.5122 1.5007 1.4892 1.4779 

SR (4) 1.6673 1.6497 1.64101 1.6789 

ARIMA (1,1,1) 1.7427 1. 7267 1.7108 1.6948 
linear 

ARIMA (1,1,1) log 1.7474 1. 7474 1. 7348 1.7224 

VAR 1.7578 1. 76803 1. 7783 1. 7873 
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• The Forecast , Theil 1 s U, ) RMSE of Yen per 

TABLE 5 

Model Period 1984 : I 
Actual Values 
if Available 231

•
01 

SR (1) 

SR (2) 

SR (3) 

SR (4) 

ARIMA (1,1,1) 
linear 

ARIMA (1,1,1) 
log 

VAR 

Model Period 
Actual values 
if Availa.ble 
if Available 

SR (1) 

SR (2) 

SR (3) 

218.304 

0.0566* 

(0.222) 

221.37 
0.043. 

(0 168) 

208.465 

0.3265* 

(24.1475) 

193.586 

1.1658* 

(0.2572) 

85: I II 

257.68 

209.364 
• 0.208 

(1.429) 

231.13 
0.109* 

(0.748) 

II 

229.61 

220.102 

0.0423. 

(0.162) 

212.65 
• 0.077 

(0.294) 

205.463 

0.6821* 

(40.9997) 

190.892 
1.3402. 

(0.2817) 

II II 

257.73 

210.971 
• 0.173 

(1.006) 

226.35 
0.102* 

(0.593) 

III 

. 243.46 

218.124 

• 0.0423 

(0.544) 

214.15 
• 0.128 

(0.635) 

202.46 

0.6821* 

(46.5621) 

188.239 

2.0869* 

(0.3420) 

III 

238.64 

215.88 
• 0.100 

(0.452) 

210.601 
0.125* 

(0 563) 

53 

Dollar Rate 

IV 

246.02 

212.103 

0.148. 

(0.775) 

225.12 
• 0.89 

(0.464) 

199.458 

1.3342. 

(61.2244) 

185.619 
• 1. 7188 

(0.3287) 

IV 
207.09 

208.27 
• 0.006 

(0.016) 

213.65 
o.o3l* 

(0.086) 
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Table 5 contd ... 

Model Period 1985 : :r 
Actual v~lues 257.68 · 
if Available 

SR (4) 

ARIHA (1,~,1) 
linear 

ARIHA (1, 1,1) 
1oq 

VAR 

196.456 
0.1084. 

(52.277) 

183.037 
• 1.2186 

(0.2933) 

183.335 
• 57.764 

(1.223) 

Model Period 1986 :I 

Actual Values 187.88 
if Available 

SR ( 1) 

SR (2) 

SR (3) 

SR (4) 

ARIMA '(l,i,l) 
linear 

201.692 
• 0.0709 

(0.1538) 

211.595 
0.119. 

(0.258) 

183.262 
• 0.227 

(1.183) 

170.43 

o.Jot 
(1.358) 

184.446 
o.oes* 

(11.314) 

II 

257.73 

193.453 

o. 7422 * 
(48.189) 

180.491 
• 0.4326 

(0.1655) 

188.782 
* 47.946 

(0.8084) 

II 

170.13 

197.173 

p.1475 • 
(0.2633) 

205.735 
• 0.19 

(0.339) 

177.877 
• 0.286 

(1.969) 

204.42 

0.081* 

(0.223) 

181.444 
0.1534. 

(22 672) 

III 

238.64 

190.451 
* 0.7422 

(19.6412) 

177.979 
* 0.1712 

(0.08215) 

204.221 
* 36.226 3 

(0.3988) 

III 

155.77 

199.583 

0.2478 • 
(0.3822) 

201.888 
* 0.259 

(0.399) 

179.95 
• 0.249 

(1.446) 

166.767 
* 0.097 

(0.211) 

178.442 

0.1057* 

(15-1496) 

IV 
207.09 

187.449 
* 0.0297 

(3 4332) 

175.505 

0.00533 

(0.00309) 

185.6 
* 32.0798 

(0.2914) 

IV 
160.29 

185.39 

0.1455 * 
(0.2366) 

203.268 .. 
0.238 

(0 383) 

165.369 
* 0.177 

( 0 790) 

169.956 
• 0.184 

(0.328) 

175.44 
• 0.1281 

(19.2673) 
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Table 5 contd ..... 

Model Period 1986 : I II III IV 
Actual Values 187.88 170.13 155.77 160.29 
if Available 

ARIMA (1,1.1) 170.656 168.282 165.941 163.634 
log 0.0543 * 0.0966* * • 0.163 0.1098 

(0.0347) (0.0661) (0.1231) (0.0797) 

VAR 162.797 178.069 193.001 164.761 
* * • • 25.5017 5.833 10.8278 10-8278 

(0.1995) (0.04102) (0.0787) (0.02998) 

Model Period 1987 :I II III IV 
Actual Values 153.17 142.67 146.92 135.79 if Available 

SR (1) 185.252 182.048 184.677 179.582 
* * • * 0.1793 0.2437 0.2287 0.2795 

(0.2695) (0.3309) (0.3235) (0.3557) 

SR (2)" 204.346 201.888 195.323 201.816 
* * • • 0.288 0.347 0.285 0.396 

(0.433) (0.471) (0.403) (0.504) 

SR (3) 161.919 160.883 162.818 157.758 

0.073* * * 0.144 • 0,025 0.045 

(0.199) (0.054) (0.079) (0.222) 

SR (4) 155.847 170.217 152.149 167.078 
* * * * 

0.0678 0.0586 0.0173 0.1765 

(0.105) (0.094) (0.026) (0.239) 

ARIMA (1,1.1) 172.437 169.435 166.433 163.43 
linear • • • * 

0.1663 0.1246 0.1647 0.1847 

(26.765) (19.5127) (27.6404) (32.4281) 

ARIMA (l,!,l) 161.357 159.112 156.899 154.717 
log * • • 0.1796 0.2195 0.2203 

(0.1444) (0.1896) (0.1944) 

VAR 145.855 172.669 182.82 144.4 
* 22.9579. 30.673* * 

4.3418 45.0214 

( 0 .• 02998) (0.1478) (0.2031.) (0.2776) 
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Table 5 contd ... 

Model Period 1988 :I II III IV 

Actual Values 128 125.61 133.71 125.28 
if Available 

SR (1) 176.893 178.085 182.209 199.583 
0.3235* 0.3491* 0.3095* 0.3236* 

(0.3829) (0.4041) (0.3863) (0.3735) 

SR (2) 211.883 203.142 193.604 206.351 

0.504* 0.4807* 0.3701* * 0.499 

(0.5965) (0.5566) (0.4619) (0.5759) 

SR (3) 154.87 156.027 159.462 151.072 
* * * • 0.0312 0.0556 0.1201 0.1027 

(0.0503) (0.0835) (0.1632) (0.1453) 

SR (4) 167.562 166.277 153.497 184.341 
* * * * 0.0349 0.2078 . 0.2693 0.2805 

(0.0495) (0.2639) (0.3188) (0.3247) 

ARIMA (1,1,1) 160.428 157.426 154.424 151.421 
linear * * * 0.1788 0.1219 0.1466 0.11403 

(0.31816) (20.7136) (26.1412) (19.9689) 

ARIMA (1,1.1) 154.717 152.565 150.442 148.349 
log 

0.2203 * 0.1438* 0.1909* 0.1512* 

(0.1944) (0.1179) (0.16902) (0.13002) 

VAR 133.776 171.313 171.82 124.907 

47.9632* 39.8121* • 47.716 32.9379 

(0.2807) (0.2783) (0.2424) (0.1908) 

Model Period 1989 :I II III IV 
Actual Values 128.45 138.07 
if Available 

SR ( 1) 170.556 180.007 
* * 0.2835 0.2652 

(0.3369) (0.3448) 

SR (2) 215.753 210.937 
* * 0.5185 0.4238 

(0.6164) (0.551) 
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Table 5 contd ... 

Model Period 1989 :I II III IV 

Actual Values 128.45 138.07 
if Available 

SR (3) 148.23 158.624 152.44 150.48 
0.1499* 0.1906* 

(0.1908) (0.2255) (0.2511) 

SR (4) 162.636 156.831 171.008 152.078 

0.138* 0.3862* 0.2359* 

(0.1722) (0.4458) (0.2805) 

ARIMA (1,1,1) 148.419 145.417 142.414 139.412 
linear * 0.04439 

(7.3467) 

ARIMA (1,1,1) 146.285 144.252 142.245 140.266 
log * 0.0556 

(0.0438) 

VAR 127.169 172.19 157.967 105.737 
* * 

24.7758 12.8191 

(0.1462) (0.08017) 
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Footnotes 

1. The results of ARIMA and VAR from 1990 are not presented in 
the table due to the pressure on space. They are available 
from authors on request. 

2. The detail results of regression and VAR-models are not 
presented here. They are available from the authors on 
request. The same is true for all currencies. 

3. The table of regression coefficients is 
Interested readers ma~write to the authors. 

not enclosed. 

4. •o• statistics 
models, here. 
authors. 

are not reported for various 
Interested readers can get 

ARIMA 
them 

family 
from the 
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Composition of Imports, Expenditure 
Switching and Trade Policy 
M. K. Datar 

The open economy framework is increasirlgly used for 
theoretical analysis of macro economic problems as also for 
discussions regarding policy analysis and policy reforms. The 
policy literature has grown largely in the context of developing 
countries: their problems and experiences.. While the policy 
literature has been influenced by developments in theoretical 
literature, the latter largely remains at an abstract level. 

The theoretical literature typically considers a small open 
economy as the subject matter of enquiry. The smallness is defined 
in terms of price taking behaviour. Small open economy would be 
a price taker when it sells as well as when it purchases in 
international markets. Distinction between tradeable/non-tradeable 
goods is an essential feature of open economy framework. The 
possibility that producers of specialised primary commodities may 
not be, at times, price takers in export markets is recognised. 
In such cases the line of distinction is drawn between national/ 
international goods and the two sector framework is preserved. 
The framework is used for analysing macro problems like 
determination of output, wages, price and effects of macro economic 
shocks 1/. While the •structuralist 1 tradition has concentrated 
for lon9 on the difficulties developing countries would face in 
the given structure of 'international transactions. Taylor ( 1984) 
has recently presented a macro-economic framework which 
incorporates some distinguishing features of developing countries. 
That in an interdependent world an open economy framework is more 
appropriate to analyse macro economic problems than a closed 
economy framework can hardly be contested. sut it is felt that 
the approach of incorporating special features of developing 
countries in the analytical frame would be useful. 

This paper highlights some special features of large 
developing economies that have implications for policy analysis 
in an open economy framework. It is argued here that the size 
of an economy would be linked to its degree of openness. For large 
countries the dependence on trade would be of a different type 
which would be reflected in commodity composition of tradeables 
in general and importables in particular. The typical commodity 
structure of importables has certain implications for use 
of expenditure switching policies and sequencing of export 
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liberalisation and import liberalisation 2/. 

The paper is divided in 3 sections. Section 1 considers 
the nature of trade dependence in large and small economies. 
Section 2 analyses the significance of the commodity structure 
of importables for BOP situation. It also considers the 
implica~ions for use of expenditure switching policies and for 
sequenc1ng of trade liberalisation policies. section 3 illucidates 
the arguments in Sections 1 -and 2 with recent Indian experiences. 

Section 1 

The open economy framework of macro economic analysis 
currently in vogue is well suited for 'small' countries. The 
smallness is relevant in the context of price taking behaviour 
in international markets and this aspect is well recognised. It 
is relevant for small economies in one more sense: i.e., in terms 
of their absolute size. Ability to manage income generation 
process within their borders differ significantly among different 
economies. Tl)is could be measured from share of exports/imports 
to its national income. It is not even remotely suggested that 
the difference in exports/GOP ratio among different economies are 
'natural'.· Nor is there any intention to deny the influence of 
trade policies on the level of this ratio. In fact, it would have 
been ideal to construct a measure of the openness of an economy 
which is based on policy induced restrictions on external trade 
and investment. This is quite a difficult task and would need 
a separate exercise. The only contention here is that the observed 
range of exports to GOP ratio is considerably wide and would 
indicate the relative size of tradeable/non-tradeable sectors. 
The relative sizes of tradeable/non-tradeable sectors would 
indicate different degrees of integration with international 
economies. It is contended that the relative size of tradeable 
sector would, to some extent, depend on absolute size of a c~untry. 
A small country cannot hope to be self sufficient because of its 
narrow resource base and/or small size of domestic market. A large 
-sized country, on the other hand, with its diversified resource 
endowments would have more opportunities to use its resources 
domestically With marginal inputs from and sales to international 
markets. These differences in relative size of traded/non-traded 
sector and the implicit different degrees of integration with 
international markets would h_ave macro economic implications. 

The world Bank Development Report 1989 presents data on the 
share of exports of commodities an~ non-factor services to GOP 
for 100 countries whose population is more than one million. The 
range .of this ratio is quite wide i.e., from 4\ to 124\ in 1987. 
Modal group was the range 20% - 40\ which consisted 44 countries. 
For 10 countries this ratio was less than 10%, and for 30 countries 
the ratio ranged between 10% -20%. In the case of remaining 16 
countries the ratio exceeded 40%. 

The exports to GOP ratio appears to have negative rel~tionship 
with population and geographical area of a country two 1mportant 
measures of size of a country. Simple correlation co-efficient 
between export/GOP ratio and geographica-l area was 0.24. The 
correlation co-efficient between export/GOP ratio and population 
was found to be -0.20. These simple cor;-relation co-efficient were 

• not significant statistically. Simple regression equations were 
estimated with population/area as independent variable and exports/ 
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GOP ratio as dependent variable. 

EXP/GDP = 28.44 - 0.002 Area R 0.06 (1) 
( 2.46) 

EXP/GDP = 27.47 - 0.025 Pop R 0.04 ( 2) 
( 1.98) 

(figures in brackets denote 't' ratios) 

Both these equations do not fare well on the basis of R but 
it is noteworthy that the B co-efficients are significant in these 
equations. While a more rigorous exercise in specification and 
estimation of a regression equation to explain inter country 
differences in exports/GOP ratio would be necessary so as to 
correctly guage the effect of size variables, the above mentioned 
results may at least be considered as indicative i.e.,differences 
in absolute size of an economy are important in explaining degree 
of its openness. These differences in the degree of openness would 
be a relevant factor in macro economic analysis of open economies. 
It is noteworthy that Harberger ( 1988) has defined smallness of 
an economy in terms of absolute size of the population in the 
context of policy making and economic policy in small developing 
countries~/-

It is argued here that for a 'small' country (which would 
generally indicate larger degree of openness), given the small 
size of its domestic market, international trade is necessary to 
get the benefits of large scale production. International trade 
is necessary also because exports enable it to acquire products 
which it could not (would not) be producing. Such a country is 
certainly small in the sense that it would have a price taker role 
in international market. More over, given the sizeable degree 
of openness, as reflected in higher level of exports/GOP ratio, 
would mean international factors would have an equal, if not more, 
influence on macro stability in relation to national factors. 
For a large country, the resource endowments are diversified and 
with its wider human resources it would be in a position to utilise 
them domestically. Size of domestic market is large or potentially 
so in such economies. It need not therefore, have to look out 
for markets. in other countries. It however would depend on imports 
for aupply of crucial inputs (viz., oil) or intermediate goods 
and on a wider range of capital goods and technical knowhow if 
it is a developing country. Its access to imported goods and 
technology would be ·limited by its export earnings. Though 
external borrowing would weaken the 1 inks between export earnings 
and capacity to import, at least over short peri-ods of time, the 
strategy to import through borrowing cannot be sustained unless 
export earning are raised sooner than later. 

Size of tradeable sector being relatively small, importance 
of domestic factors for macro economic stability would be 
paramount. But importance of tradeables and particularly 
importables is also crucial because imports of capital goods/ 
technology would influence investment and therefore future output. 
When intermediate goods are imported current output levels too 
would be conditional on availability of imports. 

for 
Predominance of 
performance of 

non-traded/natiOnal .sector has 
tradeable sector too. Nat ural 

implications 
shocks, 1 ike 
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crop failure would necessitate large scale imports of foodgrains, 
when a large country enters international foodgrains or other 
commodity markets or is expected to enter, prices tend to harden • 

. Und~r the influence of similar shocks capacity to export 
agr1cultural products would be severely limited. The expenditure 
switching policies alone are unlikely to be successful unless these 
are supplemented by expenditure changing policies. The non
tradeables like transport, power would have a crucial bearing on 
performance of tradeable sector. Thus given the relative si :zes 
of national/international sectors, expenditure switching and 
expenditure changing policies would hardly become substitutes. 
The. o~en economy literature generally treats expenditure switching 
pol1c1es superior to expenditure reducing policies. In large 
developing economies relatively smaller size of treadeable sector 
would put a. limit to potential macro effects of expenditure 
switching policies. In fact, for expenditure switching policies 
to become effective it would be necessary that these are mixed 
with appropriate expenditure changing policies. 

Moreover the efficiency of input use in non-traded sector 
would influence the competetiveness of export sector as non-traded 
goods would be used in export production. In a small open economy, 
on the other hand, relatively large size of traded goods sec tore 
would make tradeable and non-tradeable sector equally important 
in the context of macroeconomic equilibrium. 

Section II 

The nature of commodities imported/exported by developing 
countries and its implications on growth and stability have been 
widely acknowledged. The ·toe exports are likely to have low 
Engle elasticities in developed country markets while their imports 
would have high Engle elasticities. Primary commodity exporting 
LDCs (except oil exporting countries) would experience fluctuations 
in their export earnings due to fluctuations in export prices. 
Moreover in view of the increasing use of synthetic substitutes 
avenueS for market expansion are low. 

In the case of a Large Developing country, the exports are 
likely to be relatively diversified and hence instabilit~ r~s~lting 
from commoditY concentration may not be very much s7gn1f1cant. 
But the low Engle elasticities of exported goods in fore1gn markets 
and high Engle elasticities of imported goods in the domestic 
market is very relevant. 

The price sensitiveness of demand for exports and imports 
is also likely to be diffferent. While the price elasticity of 
export demand would depend on factors like availability of 
substitutes, the type of commodities (perishable or otherwise) 
etc., export demand is in general, likely to be more sensitive 
to price changes. This is to be expected in view cf the price 
taker role of exporters in international markets. The observed 
elasticities could be lower partly because the supply of exports 
in several countries in general and for primary commodities in 
particular is unlikely to be price elastic. Nevertheless, price 
elasticity of export demand is likely .to more th~n the .price 
elasticity of demand for imports. Pr1ce elastic1ty of 1mport 
demand is likely to be low, for several reasons. Some of these 
are : 
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(a) Imports of crucial intermediates like petroleum products 
in efforts to reduce demand through price increases are unlikely 
to succeed. 

{b) Imports ot capital goods/technology These may not 
always fall under (a) but at times, in absence of domestic 
substitutes and the restrictive market for technologies/embodied 
machines demand would be price inelastic. Alternatively, the 
profitability of these improved technologies would be so high that 
increase in prices would not alter the decision to. choose foreign 
machines. 

(c) contingent imports These goods would be imported to 
meet shortfalls in domestic output, {say) foodgrains, edible oils 
etc. Both the quantity of such imports and its timing would be 
determined by non-price factors rendering thereby, aggregate 
imports less sensitive to prices. 

(d) consumer goods : Large developing countries have 
potentially large markets for consumer goods from developed 
countries. Certain range of goods may not be domestically 
available or foreign goods would be superior in quality and would 
also have, net of duties, sizeable price advantage. Large scale 
una~thorised imports of such goods in many developing countries 
would indicate the presence of all these factors. It is for the 
S(lme reasons import of consumer goods are banned or subject to 
quota restrictions in several developing countries. As income 
levels increase the demand for such goods is likely to increase 
further. 

(e) Intermediate goods Either domestic non-availability 
or insufficient availability or price/quality advantages would 
render imports of intermediates profitable. These are necessary 
to meet domestic demand for goods manufactured from these 
intermediates. 

The differences in elasticities of domestic demand for imports 
and foreign demand for exports has implications for efficacy of 
expenditure switching policies. Adoption of exchange rate policies 
so as to avoid over-valuation of domestic currency is a widely 
prescribed policy in this regard. Exchange rate changes are 
expected to switch domestic expenditure to import substitute goods 
away from imported goods and both domesticand foreign expenditures 
on exportables. The expenditure switching policies could help 
increase exports and reduce imports. But if price elasticity of 
exports is large i.e. more than price elasticity of imports 
and not necessarily (1) policy of devaluation could be successful 
in promoting exports but its success -in reducing imports would 
be limited if at all. If other policies are not geared to moderate 
imports and the initial situations is of 'trade deficit, it would 
be difficult to meet the BOP difficulties by means of expenditure 
switching policies alone. In the case of developing countries 
trade deficit would be major factor in current acc:;:ount balance& 
In short/medium.term external borrowings, either through official/ 
multilateral agencies or commercial sources, would enable financing 
of current account deficit while expenditure switching policies 
are pursued. But over time the interest payment and debt repayment 
obligations would render the current account balance more critical. 
There would therefore be a role for trade policy -or import policy 
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whiCh would b~ moderate. t~e increas_e in imports prioritize import 
as of essent1al commod1t1es and d1scourage competitive imports. 
The effective. pol.icy need !lot be through tarrifs, because it may 
not be eff.ectlve 1n mo~erat1ng the quantum of imports. Quota-based 
system wh1ch is flex1ble enough to change with improvements in 
exports could be one alternative. If it is a question of 
liberalisation of protected trade ·regime it could be phased over 
differ~nt segments of industry over time. The pace at which export 
promot1on strategy becomes effective could ·be one consideration 
to determine the pace of import liberalisation. Industrial policy 
(which sectors are to be promoted/modernised etc.) would perhaps 
help in sequencing of import liberalisation over different sectors 
of industry. 

Exports based on imported intermediate/capital goods is 
another factor which limit the gains from expenditure switching 
policies.. If the import content of exports increases considerably 
the beneficial effects of devaluation on BOP shrink. When a policy 
of continuously adjusted peg is followed stockpiling of imported 
intermediates would be profitable because for delayed sale of 
processed final goods could fetch a still favourable exchange rate. 

Many of the above mentioned factors, which makes imports 
less responsive to pri!=e changes, may be seen as inevitable ill 
effects of protective trade regimes pursued by many developing 
countries. Policies which limit internal as well as external 
competition would create sheltered markets wherein there are no 
incentives for cost reduction, product improvement etc. The 
suggested poli~ies in an open economy framework would be to revamp 
industrial and trade ·policies which have sheltered the domestic 
producers for long and change the environment which breeds 
inefficiency in resource use, negligence 'of product development 
etc. 

Certain types of import controls can be justified in the 
context of developing countries viz., restrictions on import of 
consumer goods which would be necessary to maintain saving/ 
investment levels. Even if the need for policy reforms is accepted 
sequencing of trade policy particularly export policies and import 
policies is an important aspect of any liberalisation package. 
Given the composition of imports, it would be desirable to start 
correcting what is termed as the anti-export bias by making export 
production more profitable. Stress on higher export orientation 
would be the first step. As exports begin to respond to these 
policies the second stage viz., import policy reforms could be 
initiated. success on export .Policy would enable to f~nance the 
necessary increase in imports which could be an inev1table, or. 
even desirable, outcome of liberalisation of import controls. 

Timing of the liberalisation measures is also important. 
Krugman and Taylor (1978) have stressed the importance of initial 
trade balance in the context of devaluation strategy. It is argued 
that balanced trade account would enhance the chances of success. 
Timing is also particularly relevant in the context of strate9y 
of export promotion. If the strategy of export promot~on ~s 
through the route of import liberalisation, the h~ghtened 
importance of initial trade balance is very clear . In this 
context the initial saving - Investment gap is also important as 
any imbalence between domestic saving and domestic investment would 
be reflected in BOP situation. 
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tiberalisation of imports of goods and technologies could 
pursued to modernise domestic producer units, to make them cost 
effective and competitive which would ultimately help increase 
exports. If the imports are non-competitive (i.e., for which no 
domestic substitutes are available) the benefits are very clear. 
But even when these are competitive (i.e., domestic substitutes 
are available) it is argued that liberalisation of imports will 
force domestic producers to be competitive. Large scale injection 
of capital goods are seen as sure way to improve the performance 
of non-tradeable sectors which are also crucially important for 
export production. While several countries have adopted policy 
of liberalisation of imports as a strategy of export promotion, 
the timing and sequence of the different measure cannot be 
overlooked. Japanese experience would indicate that (a) the state 
of Government budget is important. Surplus on current account 
increases Government's ability to provide fiscal incentives for 
particular sectors (b) low inflation makes the task of exchange 
rate management easier (c) exPort profitability could be maintained 
not through liberalisation of imports but through exchange rate 
adjustments and fiscal incentives. Decontrol of imports did not 
occur till well after success of export promotion measures. !/. 

In the context of large developing countries where imports 
are largely 'uncompetitive', strategy of export promotion through 
import liberalisation needs to be well structured and phased in 
a planned manner. Policy of import liberalisation, unlesS it is 
phased sectorally and linked with industrial policy, would soon 
lead to a hardening of Balance of Payments situation. This could 
happen if industrial policy favours wider use of imported 
intermediate/capital goods through choice regarding sectors/ 
products/productiop techniques. Industrial policy in such a 
situation would stimulate imports: if this effective stronger than 
import reducing effect of expenditure switching policy the overall 
effect could lead to a sustained increase in imports which would 
bring BOP under strains. 

It may be objected that the 'elasticity approach' is narrow 
as it concentrates on commodity trade alone and ignores the other 
element of current account and the capital account of Balance of 
Payments. Expenditure switching policies would affect other 
segments of BOP as well Oesides their effects on commodities trade. 
In large developing countries balan'ce of trade will have sizeable 
influence on current account of the BOP, other elements in current. 
account viz., insurance, transportation would depend primarily of 
institutional/infrastructural factors. Similarly receipts from 
travels and private transfers are largely influenced by non-price 
factors. Factors like net investment income would reflect 
cumulative effect of past current account positions in the past 
which itself would reflect the cumulative effect of overall BOP. 
As regards capital account, while the short term capital flows 
would be sensitive to interest rate differential and expected 
changes in exchange rates, the influence of exchange rates may, 
in practice' be minimised by allowing foreign currency denominated 
assets (viz., bank deposits). Official and multilateral flows too 
may be related to exchange rate policies in that such lending, 
could be conditional on 'appropriate' policy stance. Private long 
te~m c~pital ~low would however be linked not only to expenditure 
sw1tch1ng pol1cies but to the entire gamut of policy which will 
influence private profitability. Our contention, however 1 is that 
the capital account of BOP could only provide temporary respite 
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from difficulties on current and trade account. The imbalance 
could, therefore, be corrected only through trade and current 
account. Primacy of trade/current account stems from the fact of 
underdevelopment. Only the leading country can attract surplus 
funds world over and finance its deficit for a sustainable long 
period. Moreover, the disequilibrating forces would more often 
than not emanate from trade account. These, in the case of large 
developing countries would, more often, be internal Natural 
shocks would necessiate large imports of food articles and 
deceleration in industrial sector would result in slow down of 
industry related imports: while the effects of such factors would 
primarily be on current account it would also set the pace for 
necessary changes on the capital account. 

The important arguments may be recapulated 

fa) Large sized countries are likely to exhibit a lower: 
degree of openness than· smaller sized countries. 

(b) Sizeable portion of developing country imports would be 
non-competitive in the sense that domestic substitutes for them 
would not be available. 

(c) Price elasticity of developing country exports would be 
more than the price elasticity of imports. Expenditure switching 
policies are likely to be successful in promoting exports rather 
than moderating imports. 

(d) Initial trade balance would be crucial for success of 
devaluation strategy. 

(e) strategy of outward orientation could begin from export 
promotion and the import liberalisation stage could be initiated 
after the anticipated beneficial effects of export promotion 
strategy are stabilised. 

(f) Export promotion through liberalisation of imports could 
be phased over sectors and linked with industrial policy. 

These arguments could be seen -in the light of recent Indian 
experiences. 

section 3 

The degree of openness of the Indian economy is low~ in 1970-
71 exports were 3.8t of GNP, this ratio ,rose to 5.5% in 1980-81 
and further to· 5. 9% in 1988-89. The increase in the degree of 
openness is however small. The increase in imports has been faster 
but import GNP ratio in 1988-89 would be about 8.lt which is still 
lower in relation to other countries. Though imports are small 
relative to national income their importance becomes clear from 
its commodity composition. 

Co•position of Imports 

Table 1 below highlights certain aspects . of commodity 
composition in recent years. Cereals, edible oil, petroleum oil 
and lubricants (POL), fertilisers and capital goods accounted for 
53.6t of total imports in 1970-71. These categories formed 52.7\ 
of imports in 1987-88. While the relative importance of various 
components depict different trends, their crucial importance is 
not clear from composition of total imports. 
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Year 

1970-71 

1975-76 

1980-81 

1985-86 

1987-88 

1988-89 

Source 

M. K. DATAR 

Table 1 composition of Imports 
(t to Total) 

Cereals POL Fertilise- Capit- Edible Total 
rs al Go- oil (Rs.Cr) 

ods 

13.03 8.35 6.11 24.7 1.4 53.59 
( 1, 634.2) 

25.50 23.27 10.13 18.37 0.27 77.54 
(5,265·2) 

o.so 41.96 6.51 15.22 5.44 69.93 
(12, 549.2) 

0.56 25.38 7.3 21.80 3.73 58.77 
(19,657.7) 

0.14 18.22 2.17 28.05 4.10 52.68 
(22,399.0) 

2.24 15.51 3.29 24.61 2.58 48.23 
(28,194.0) 

·Economic survey 1988-89. Figur.es in brackets indicate 
total imports in Rs. crores 

There are year-to-year variations in imports of food, 
edible oil etc. Table 2 brings this out clearly wherein commodity 
composition of incremental. imports is considered. 

In most of these years incremental imports in the above 
mentioned 5 commodities/commodity groups have dominated the 
incremental imports. Incremental imports are affected primarily 
by 'shock' elements and the capital goods imports have borne the 
initial ·brunt. As a result, capital goods imports have shown low 
increases in the years when critical imports viz., POL, cereals, 
fertilisers, edible, oils have increased e.g., 1974-75, 1977-78, 
1978-7.9 and 19811J-85. On the Other hand in the years of decline 
in these imports capital goods imports have increased at ·a fastel;' 
pace e.g., 1976-77, 1982-83, 1986-87, 1987-88. The ~ontribution 

of capital goods to incremental imports is sizeable and increasing 
particularly since 1980-81. If the primacy of sensitive imports 
is accepted it would indicate price insensitivity of aggregate 
imports. 

Effect of Expenditure Switching Policies 

Studies on foreign trade sector or foreign trade sector 
of the studies on macro models of-Indian economy have till recently 
not included exchange rate as an explanatory variable. ?/. This . 
is partly because the policy of managed floating was adopted from 
1975 onwards. Traditionally, researchers have used terms of trade 
as an independent variable in export/import functions. Ideally 
expenditure switching policies are aimed at avoiding distortions 
of 'true• terms of trade that would result because of under-valued/ 
over-valued exchange rate. It is therefore, difficult to interpret 
the evidence on effect of terms of trade on imports/exports in 
the context of expenditure switching policies .. 
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Kannan ( 1989) whi~e studying the relevance of the monetary 
appro~c~ to BOP for Ind1.a ha;9 C!-lso made a comparison with the 
elastJ.clty approach. H1s . f1nd~ngs regarding elasticities are 
rather mixed.. In merchand1se 1mport function exchange rate of 
the rupee aga1nst US . was found to be significant and negative. 
The exchange rate var1able fails to enter the merchandise exports 
~unctions. I.t wae found that a dummy variable capturing "the 
1ncomplete adJustment process" following second oil shock has 
negative effect in export function and positive effect on import 
function. The dummy variable would actually have captured the 
effect of trade policies during the first half of 1980s. 

Effectiveness of expenditure policies could be studied through 
its effect on real exports/imports. Findings of our earlier work 
indicate that effect of Real Effective Exchange Rate {REER) on 
imports is not very significant 6/ .. The effect is significant at 
10% level of significance during -the later period ( 1977-78) while 
it was not significant for a longer period (1969-87). Effect of 
REER on exports was significant at 5% level of significance in both 
periods and during the later period, the B coefficient had a larger 
magnitude. The co-efficient of REER in import function was found 
to be lower than its coefficient in export function. Thus the 
exchange rate policy seems to be more effective in regard to 
exports thaD its effect on imports. The exchange rate policy 
become active since later half of 1980s and this is reflected in 
the results for later period. That the co-efficient of REER in 
import function remains weakly significant reflects perhaps the 
effect of simultaneously adopted policy of import liberalisation. 

BOP Scenario 

Indian experience of adjustment to the first oil shock in 
early 1970s l.s widely acclaimed. The higher level of remittances 
from Indians abroad particularly helped to whither the storm and 
by 1976-77 India had a. small surplus on trade account: with 
sustained remittances ·the BOP position turned comfortable. The 
second oil shock lead to sharp rise in trade- deficit and in the 
years to follow the higher level of trade deficit was generally 
maintained. current account deficit as proportion of exports and 
invisibles touched 17.07% in 1981-82 and declined during 1983-
84 (Table 3). From 1984-85 it has increased sharply reaching a 
peak in 1985-86 and despite declines thereafter the ratio remains 
at a higher level of 24.5% in 1987-88. Alongwith higher level 
of trade deficit, decline in net invisibles is partly related to 
higher outgo as interest payments on FC loans which reflects 
cumulative effects of past deficits. This effect seems to have 
become prominent in the later years. 

Thus, an effective way to reduce current account deficit could 
be through management of importS. It is in this context trade 
policy assumes importance. With the policy of maintaining real 
exchange rate or allowing a steady depreciation of the rupee and 
exempting export profits from tax there seems to be little further 
scope for adopting macro-economic policies for exports promotion. 

Trade Policy 

The international trade policy was given a new orientation 
from mid-1980s.. Though measures to promote exports in the form 
of export market development allowance etc., have been in force_ 
!'or quite sometime, from mid-1980s export promotion is sought to 



Table 2 : composition of India's Incremental Imports 
.... 
0 

Incremental Per cent contribution from Total 
YEAR Imports 

(Rs. Crore) capital cereals edible POL fertilizers 
goods Oils 

( 1) (2) ( 3) (4) ( 5) ( 1) to ( 5) 

1971-72 190.3 41.36 -42.98 -12.14 30.58 5.99 22.81 
1972-73 42.9 158.74 -117.48 36.13 23.08 80.19 i80.66 
1973-74 1,088.0 11.28 36.06 3.25 32.75 7.45 90.79 
1974-75 1,563.0 3.19 18.60 -2.47 38.17 19.56 77.05 
1975-76 746.8 32.7;3 77.53 0.25 9.21 0.17 U9.89 
1976-77 -191.4 -58.36 248.28 -45.14 -98.07 142.42 189.13 
1977-78 946.4 7.29 -78.74 64.56 14.54 8.11 15.76 3 

1978-79 794.1 19.86 14.32 -21.97 17.11 13.88 43.20 
1979-80 2,207.5 5.62 1.52 -4.86 71.58 3.04 76. go· "' 
1980-81 3,527.4 13.61 -4.80 7.18 56.68 8.57 81.24 

" 1981-82 1,058.4 17.55 23.32 -5.44 -7.28 -11.25 16.90 ,. 
1982-83 685.1 90.51 3.80 -35.24 63.11 -48.21 73.97 .. ,. 
1983-84 1,538.4 39.39 28.29 22.33 -51.33 3.63 42.31 :a 
1984-85 1,302.7 -11.86 -~3.49 14.86 44.30 70.77 74.58 
1985-86 2,523.5 44.29 -5.22 -7.39 -16.63 3.55 18.60 
1986-87 543.0 217.66 -11.64 -22.60 -403.81 -121.97 -342.36 
1987-88 2,198.4 37.19 -0.65 14.01 58.50 -13.05 96.00 
1988-89 5,795.0 11.28 10.32 -3.33 5.02 7.62 30.91 

Source Economic survey - various issues. 



Table 3 India's Current Account Of Payments 

(Rs. Crores} 
n 
0 

Balance Net Current CA to- Net Private BOT/CA "' Year of invisible account invest. transfers "' mer. exp+ 0 
Trade income balance invisi. income ., ... .. ... 

0 

123 .·2 
z 

1970-71 -317.7 -13.7 331.4 -17.52 -225.7 95.87 
0 

1971-72 -438.2 36.7 401.5 -19.16 -227.4 162.2 109.14 .. 
1972-73 -251 -0.6 -251.6 -10.39 -256.1 154 99.76 ... 
1973-74 -378.6 1680 1, 301.4 28.25 -262.9 191.3 -29.09 "' "' 1974-75 -977.2 -332.8 -644.4 -15.80 -165.2 273.7 151.64 0 
1975-76 -566.5 860.7 294.2 5.08 -169.3 527.8 -192.56 "' .. 
1976-77 316.2 1,209.6 1,525.8 20.94 -125.7 738.8 20.72 en 
1977-78 -107.5 1,842.2 1,734.7 21.05 -95.8 1,022.8 -6.20 
1978-79 -1,842 2,015.3 173.3 1.99 8.5 1,052.5 -1,062.90 "' " 1979-80 -3,374.3 3,139.8 -234.5 -2.18 264.2 1,624.2 1,438.93 "' "' 1980-81 -5,967.2 4,310.6 -1656·6 -13.29 483.9 2,257.2 360.21 z 
1981-82 -6,121 3,803.7 -2,317.3 -17.07 339.1 2,220.6 264.14 " ... 
1982-83 -5,776.1 3,479.7 -2,296.4 -15.07 -282.6 2,526.9 251.53 .. 

c: 
1983-84 -5,870.8 3,608.4 -2,262.4 -13.26 -543.8 2,774.5 259.49 "' 1984-85 -6,721.1 3,848.5 -2,852.4 -14.12 -946.1 3,101 235.63 "' 
1985-86 -9,586 .3,630.2 -5,927.3 -30.47 -949.9 2,820.6 161.73 

,. 
z 

1986-87 -9,353.9 3,523.9 -5,830 -27.00 -1,249.5 2,975.8 160.44 " 1987-88 -9,296.1 3,003.5 -6,292.6 -24.51 -1,733.6 3,498.4 147.73 .. 
"' ,. 
" "' Source RBI, Reports on currency and Finance "' 0 ... ... 
n 
" 
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be achieved through import liberalisation; allowing import of raw 
material, intermediate goods, capital goods and technologies were 
allowed freely and in many cases on chapter terms so that Indian 
exporters are able to compete in overseas markets and raise export& 
similarly, though the policy of import liberalisation was initiated 
in mid-1970s, when the balance of payments position was 
comfortable, the policy became more intensive from mid-1980s by 
which time BOP position had become strained. Various discretionary 
controls were removed and more reliance was placed on tariffs. 
Golder and Ranganathan ( 1990) have expressed doubt as to whether 
the policy to expand the list under Open General Licence (OGL) 
has lead to higher imports of items of capital goods and 
intermediates categories which are included in the OGL. ~t may 
be noted that import promotion would result even from industrial 
policies viz., priority for a particular sectoral composition of 
investment, policy towards foreign technology and collaboration 
etc. It would therefore be difficult to analyse sources of import 
growth and ascribe them to different policy tools. In any case 
this highlights possibility of industrial/trade policies would 
have significant BOP effects which could run counter to the 
intended effects of expenditure switching policy. 

Thus in general, it would be necessary to consider industry/ 
trade policies toget-her with expenditure switching policies. In 
the case of large developing countries given the price inelastic 
nature of imported commodities, adoption policy of expenditure 
switching policy alone is unlikely to moderate import growth. 
When expenditure switching policies are accompanied by import 
liberalisation measures the import restrictive effect of the former 
could be swamped by the import stimulating effects of the later. 
The Indian experience can be said to corroborate this proposition. 

Industrial Development Bank of India, Bombay 
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Notes 

1. 'see Prachowny, ( 1984) • 

2. While any policy affecting the relative attractiveness of 
exportables/importables in domestic market could be termed 
as expenditure, switching policy in the policy· literature this 
term has generally been used restrictively i.e., for exchange 
rate policy. In this paper also the same usage is adopted. 
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·3.. Harberger A.C. in Dornbush and Helmers (eds), (1988) pp. 249-
263. A small developing economy is defined in terms of 
population size viz., less than 20 million in 1983. The 
difficulties of establishing an impersonal government in small 
countr.ies where educated elite is limited to a few t.housands 
are discussed. 

4. Sache I.D. (1987), Trade and Exchange Rate Policies in Growth 
Oriented Adjustment Programmes in Corbo et. al. (ed) (1987), 
pp. 291-325. 

5. See for example Rao, (1982); Pani, (1984). 

6. Datar (1989), The coefficients of REER in export functions 
(in long form) were -0.51 and -0.92 respectively for the 
longer and the later period. Both the coefficients are 
statistically significant. In import function, coefficient 
were 0.1 and 0.62 for corresponding period. Only the later 
period coefficient was significant at lOt: level of 
significance. 
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The Monetary Approach to the Balance of Payments 
and Exchange Rate : Empirical Evidence 
Relating Specifically to India 
V. G. Joshi 

I. An Outline of the Monetary Approach 

The theory of balance of payments, which is basically 
concerned with the analysis of policies fot:" maintaining balance
of-payments equilibrium, is one of the most controversial subiects 
in what is today known as International Macroeconomics. · The 
rediscovery of the monetary approach to the balance of payments 
by Mundell {1968) and Johnson (1972) h.::~..s led to a series of fresh 
discussions on this subject. Thi.s is evident from the growing 
number of research papers in academir:: journals of international 
stature. 

The analytical results of the monetary approach are 
diametrically opposed to those of the traditional approaches. 
For instance, one conclusion derived from the Keynesian open
economy multiplier approach is that the balance of payments tends 
to wor~en in the process of economic growth. The monetary approach 
in this situation predicts an exactly opposite kind of payments 
behaviour 1/. Until the advent of the monetary approach, it was 
believed that what happened "below the line" (balancing 
transactions) was the restJlt of what happened "above the line" 
(regular transactions). The monetary approach offers here an 
exactly opposite view. That is, the build-up of liquid liabilities 
(assets) is not necessarily the result of a deficit (surplus) in 
trude, services, gifts and private lending. It could be opposite! 
The analytical results of the monetary approach appear to be 
controversial. However, in spite of its controversial nature, 
the monetary approach has become popular among researchers and 
policv-makers. One important reason for the popularity of this 
aprroach is the loss of faith in the efficacy of the so-called 
traditional policy prescriptior1s such as devaluation, tariffs 
and quotas. Another important reason is the simplicity of this 
approach. 

The monetary approach views the balance of payments as 
essentially (but not exclusively) a monetary phenomenon and regards 
the relationship between the demand for and supply of money as 
the critical determinant of the balance of p21yments of an economy. 
This approach identifies disequilibrium in the balance of payments 
with disequilibrium in the money market and assets that the 
inequality between the demand for and supply of money, 11nder fixed 
exchange rates, is reflected 1n the rayments disequilibrium. 
According to the monetary approach, any disparity between the 
actual and desired money b:dances, under fixed exchange rates, 
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is removed . by an automatic adjustment of the balance of payments. 
A surplus 1n the balance of payments, for instance, indicates an 
excess demand for money at home. Whenever an excess demand for 
money balances is not satisfied from the domestic source, funds 
will be attr~cted. from abroad by generating a payments surplus. 
In the oppos1te s1tuation where the supply of money exceeds the 
d:m~n~ for money, funds wi 11 be sent abroad through a payments 
d1f1cJ.t. In short, the monetary approach to the balance of 
payments under fixed exchange rates looks upon the items "above 
the line" as "windows" through which excess money demands and 
supplies are cleared. 

The monetary approach can be easily converted into a theory 
of exchange-rate determination. This approach looks upon the 
exchange rate as the relative price (value) of two national 
currencies (domestic and foreign) and maintains that a discrepancy 
between_ money demand and money supply, under floating exchange 
rates, 1s removed and monetary equilibrium resorted by an automatic 
adjustment of the exchange rates. 

This aproach assumes the existence of a stable money demand 
function which implies that this approach is essentially a long
run approach. Though "money" occupies a prestigious place in this 
approach, it does not mean that only "money" plays all the role. 
This approach does not deny the role of real factors such 
as income, interest rates and so on. It only says that these real 
factors operate through monetary channels. This approach is 
basically meant to handle payments distrubances that have origins 
in the monetary sector of an open economy. It does not directly 
consider disturbances caused by structural changes such as change 
in tastes, technology, trade policy and so on. It may also be 
noted that though this approach is a long-run approach, efforts 
are being made to modify/extend the approach so that it could be 
applied to explain short-run payments/exchange-rate disturbances. 
In this short-run model, money-demand functions are replaced by 
assets-demand functions and emphasis is placed on the role of 
financial markets in" the short-run determination of exchange rates. 
This approach is known as the "asset-market approach" ~/. 
Theoretically, the various propositions of the moneta.ry approach 
appear to be sound and consistent and hence this approach has 
emerged as a general approach which can be applied to all open 
economies, developed and developing, operating under different 
exchange-rate regimes such as fixed, floating managed floating. 

Researchers, in their attempt to test the empirical validity 
of the basic propositions of the monetary approach, have 
constructed different models under different sets of assumptions. 
This is because no single model can be expected to be ~pplicable 
to all economies and at all times. Different countries are 
characterised by different institutional arrangements and, 
therefore, no single model would fit all economies equally well. 
However, all these models inherently exibit the spirit of the 
monetary approach. For convenience, we may classify the various 
models of this approach into the following six categories: 

1) The Non-Reserve Currency country Model or the Standard 
Reserve-Flow Equation: 

2) The Global Model which is an advanced variant to the Standard 
Reserve-Flow Equation: 
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3) The Reserve-Currency Country Model: 

4} The Standard Exchange-Rate Equation based on the Purchasing 
Power Parity (PPP) doctrine; 

5) The Capital-Flow ·Equation as developed by Kouri and Porter 
(1974): and 

6) The Exchange-Market Pressure Equation as developed by Girton 
and Roper (1977). 

Most of the empirical studies undertaken to test the basic 
propositions of the monetary approach are confined to industrial 
countries onlya The few studies that have been carried out for 
different "groups" of developing countries are mainly cross
sectional studies 3/. Such studies are bound to be less useful 
as compared to1 tlme-series individual-country stUdies from the 
point o£ view of policy analysis for any individual country. As 
regards testing of the monetary approach in the Indian context, 
we find at least four good reasons which explain or justify our 
efforts. 

First, the Indian economy is a relatively small open economy 
which has no control over international prices and exchange rates 
indicating near absence of feedbacks of our monetary and financial 
policies. we, therefore, think that it would be an academically 
rewarding exercise to put some suitable mOdels of the monetary 
approach ·to empirical tests and see how far the empirical evidence 
substant~ates the'thesis of this approach!/· 

Second, the generalized floating that came into operation 
after the breakdown of the Bretton Woods system in August 1971 
gives us a good opportunity to test the so-called PPP doctrine 
in the Indian context via the Exchange-Rate and Exchange-Market 
Pressure equations. Such an opportunity was not available during 
the Bretton Woods era characterised by fixity of exchange rates. 

Third, the empirical testing of the monetary approach in the 
Indian cont.ext, we hope, may enable us to assess how far the Indian 
economy is "open" and, hence, immune from or susceptible to 
internal as well as external monetary disturbances. 

Finally, we believe that the world economy is becoming more 
and more integrated. The questions of payments imbalances, 
inflation, exchange-rate instability and capital flows have become 
global issues and cannot be analysed in isolation. The monetary 
approach exibits, besides simplicity, enough analytical 
potentiality and seems to be a useful starting point in 
macroeconomic analysis of balance of payments. We look upon our 
exercise as an initial but vital first. step which can be used as 
a base for more intensive investigations into this important area. 
In the following sections, we present the results of our expirical 
exercise and suggest some directions for further research. 

II. Empirical Test of the Monetary Approach Onder Pi xed Exchange 
Rates 

For this purpose, we use the Standard Reserve-Flow Equation 
(RFE) the econometric from of which is : 

gR (R/H) = a
0 

+ a1gP + a 2gY + a 3g 1 + a4gm + a 5go (*) + e 
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where, 

p 
y 

i 
m 
R 
D 
H 
9 

price level: 
real income; 
rate of interest: 
money multiplier: 
foreign component of the monetary base: 
domestic component of the monetary base: 
monetary base (R+D): 
gro':'th rate of the variable in question. 
var1able x, for instance, is defined as : 
gx ~ !!! !,: and 

dt X 
e = error term. 

Growth rate 

The pattern of signs in the above equation is expected 
be as follows: 

al > o, a2> o, a
3 

~ o, 

a4 < o, and as< 0. 

of 

to 

The standard RFE embodies some of the fundamental propostions 
of the monetary approach under fixed exchange rates. One important 
i.mplication of this equation is that the weighted growth rate of 
the country's international reserves [ gR (R/H) ] is equal to the 
negative weighted growth rate of the domestic component of the 
monetary base [ gD (D/H) ] if the rate of growth of prices (gp), 
real income (gr), the rate of interest {gi) and money multiplier 
(gm) is zero. This further implies that, in the long run, the 
country's monetary authority has no control over its money supply. 
Another important implication of this equation is that the growth 
rate of international reserves is positively related to the growth 
rate of the (domestic) real income. This implication is ~ontrary 
to the traditional Keynesian view that the balance of payments 
tends to worsen in the process of economic growth. 

we estimate the Standard RFE with annual data for the period 
1953-72. In this estimation, .we use alternative definitions of 
some of the explanatory variables (money stocks, interest rates 
and international reserves) and, thus, obtain eleven different 
estimates of the equation. The overall performance of this model 
is good. 2 The general fit of the regression equations 2as judged 
by the R s is quite good. While the lowest value of R is 0.65, 
the highest is 0.84.. Likewise, the overall statistic F is also 
quite good. The high statistical significance ( 1\ level of 
sig"nificance) of the domestic component of the monetary base (D), 
accompanied by the correct· (expected) sign of this variable 
suggests the usefulness of this approach in explaining In ida • s 
balance of payments in terms of her domestic component of the 
monetary base during the observation period. The estimated 
coefficient of gY is also statistically significant at the 5\ level 
of significance. The estimated coefficient of gi is statistically 
significant in only two equations. this resuslt is not totally 
unexpected, .however. As we know, observable interest rates in 
a developing economy like ours do not, in general, reflect money
market conditions; in most cases interest rates are institutionally 
fixed, that is, they are administered rates and, therefore, are 
not determined by the forces of demand and supply.. The estimated 
coefficient of the price variable, though bears the expected sign, 
is statistically insignificant. The money-multiplier variable 
also does not play any significant role in this equation. The 
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results of this specific exercise are mixed and corroborate, in 
general, the results arrived at by Aghevli and Khan ( 1977) who 
estimated the standard RFE for 39 developing countries. Despite 
all this, however, the high explanatory power of this model in 
the face of several economic controls suggests the robust nature 
of this approach. 

In addition to explaining the rate . of growth of international 
reserves in India during the observation period (1953-72), this 
exercise also yields an important policy implication which can 
be useful even in the present situation of managed floating. In 
all the eleven estimates of the standard REF, the estimated 
coefficient ot the weighted growth rate of the domestic component 
of the monetary [ gO ( D/H) 1 is aroud ( -0.60) and, hence, less 
than minus one. This implies that, other things remaining the 
same, an increase in the. domestic component of the monetary base 
would not conlpletely leak out through the balance of payments. 
This further implies that the monetary authority in India did have 
some control over its money supply during the sample period. At 
the same time it is important to note that, as the value of the 
estimated coefficient is significantly different from zero at the 
1\ level of significance, there would be some leakage of the 
domestic component of the monetary base 11-
III. Bmprical ~est of the Monetary Approach Under Floating Exchange 

Rates. 

This is done through the estimation of the Standard Exchange-
Rate Equation (ERE) based on the PPP doctrine. The econometric 
form of this equation is : 

ln E • • = b
0 

+ b1 ( ln M - ln M · ) + b2 ( ln y 

where, 

ln = natural logarithm: 
E = exchange rate: 
M domestic money stock: 
M* foreign money stock: 
y = domestic real incOme: 
Y* = foreign real income: 
i • domestic rate of interest: 
i* = foreign rate of interest: and 
u error term. 

The signs of all the three coefficients, viz., b 1 , b2 ·and 
b3 are expected to be positive. 

we estimate the above equation for rupee-dollar, rupee-
sterling and rupee-composite-currency rates with annual (1970-82) 
data. At the same time, however, we observe that the "generalized 
floating" that came ,into existence after the collapse of the 
Bretton Woods system in August 1971 is too young to give us a 
respectable number of annual obsesrvations. Besides, we want to 
examine whether or not India • s exchange-rate policy underwent a 
'structural' change in September 1~75 when the rupee was de linked 
from the Pound Sterling and pegged to a basket of currencies. 
We, therefore, decide to estimate the ERE with quarterly ( 1970 
II-1980 IV) data as well. It is not possible to examine the 
question of structural change with annual data on account of a 
small number of annual observations. 



THE MOOETARY APPROACH TO THE 81\LAN:E OF PAYMENTS AND EXCHANGE RATE 79 

Cur resulsts of this exercise are mixed. While, in particular, 
the .resutl;B obtained with the annual data 'are positive, those 
obta~ned w1th the quarterly data are negative. This is not totally 
une~pected, however. The coefficients of all the three explanatory 
var1ables {money stocks, real incomes and interest rates) have 
their expected (postive) signs in the equations estimated with 
the annual data. Besides, the estimated coefficients of the more 
important explanatory variables, viz., money stocks and real 
incomes, are highly statistically significant in the said 
equations. Furthermore, the 11 goodness of fit" as judged b'} R. 1 s 
is respectable. The respective values of iP·s in the rupee
dollar, 'rupee-sterling and rupee-composite-currency equati~ns 
(estimated with annual data) are 0.57, 0.60 and 0.61. 

As compared to the above results, the results obtained with 
the quarterly data are poor. we attribute the poor results to 
(1) the long-run nature of the monetary approach, (2) the arbitary 
nature of our management of rupee rates, and (3) the structural 
change that took place in our exchange-rate policy in September 
1975. The last is confirmed by the Chow Test for parameter 
stability. 

A major finding .of this exercise is that one can impose 
purchasing power parity (PPP) as a long-run proposition, but one 
must allow for short-run deviations of exchange rates from PPP. 
This result corroborates the similar results arrived at by other 
reserchers for other countries. 

IV~ Empirical Test of the "onetary Approach under Managed Floating 

Since the late 1970s, many developing have been following 
mixed exchange-rate policies which contain. elements of both fixed 
and floating rates. This hybrid system is commonly known as 
"managed float;.". Under this system, monetary authorities intervene 
to buy and sell foreign currencies and thereby influence the 
exchange rate. The central proposition of the monetary approach 
under managed floatinng is that a disequilibrium in the domestic 
money market caused, for example, by an excess of domestic money 
supply will be removed and the domestic monetary equilibrium 
restored by some combination of currency ( exchange rate ) 
depreciation and an outflow of foreign reserves. In the opposite 
situation where there is an excess of domestic money demand, the 
domestic monetary equilibrium will be restored by some combination 
of currency appreciation and an inflow of foreign reserves. This 
central propostion represents a middle-way between the two polar 
cases of of rigidly fixed exchange rates and freely floating 
exchange rates. 

In order to test the monetary approach under managed floating 
in the ·Indian context we use the Exchange-Market Pressure Equation 
(EMPE) originally developed by Girton and Roper {1977). This 
equation combines the monetary approach to the balance of payments 
under fixed exchange rates and the monetary approach to the 
exchange rate. This equation is becoming increasingly popular 
among researchers because most countries today have adopted some 
kind of managed floating under which the exchange market pressure 
(defined below) is alleviated partly by exchange-rate adjustments 
and partly by reserve movements §_/. The econometric form of the 
EHPE is ': 
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where, 
r 

e. 
p 
v 

= 
= 
= 

Weighted growth of reserves (gR R/H); 
-gB; 
foreign price level; 
error term: and others as,defined earlier. 

The expected pat.tern of signs is as follows: 

c1>o, c2>o, c3 c::o and c4<o. 

we estimate the above equation 
sterling and rupee-composite-currency 
( 1976 II - 1983 I) data, and, thus, 
estimates of the same. 

for rupee-dollar, rupee
rates with quarterly 

obtain eight different 

our results of .this exercise are positive in terms of 
(1) the signs of the estimated coefficients, (2) the statistical 
significance of the estimated coefficients, and (3) the "goodness 
of fit" of the estimated equations.. In this exercise, we also 
examine whether or not the exchange-market pressure, ( r+e), was 
sensitive to its composition; that is, whether the monetary 
authorities absorbed the pressure in international reserves or 
in the exchange rate. This examination has an important policy 
implication. If the exchange-market pressure happens to be 
insensitive, thenn it means that the monetary authorities can 
determine the volume of official intervention necessary to achieve 
various exchange-rate targets. In our exercise 1 however 1 we have, 
found the exchange-market pressure, ( e+r), sensitive to its 
distribution between e and r. This implies that the monetary 
authorities in India would not be able to determine the volume 
of official intervention that would achieve a given exchange-rate 
target. This result goes against the findings of other researchers 
who have done similar exercise for other countries. Our results, 
in general, are good desspite the fact that the money-market 
equilibrium condition and pur-chasing power parity are imposed on 
the quarterly data. One could, therefore, hope to obtain still 
better results with annual data. All this suggests the superiority 
of the girton-Roper model over the standard reserve-flow and 
exchange-rate equatio.n!!J. 

V. Concluding Re•arks 

Our results, though admittedly based on unsophisticated 
methodology, conform to our expectations. Among· the three 
equations, the overall performance of the Exchange-Market Pressure 
Equation is the best; While our findings· are tentative and could 
be modified as the study is· further extended, they do highlight 
the role of and real income in the determination of India's balance 
of payments and exchange rates. There are certain factors which, 
we suspect, have weakened our results. They are: 

1. The unit of time ·chosen in the estimation of the Standard 
Raserve-Flow Equation is one year and we expect that the postulated 
adjustments would be complete in this one year time period. 
However, in a developing country like India, where there is absence 
of a resilient and well-developed money market, the so-called 
"speed of· adjustment" is likely to be slow and', therefore, the 
postulated adjustements may take a longer time for their completion 
this is especially .true for the period 1953-72 during which the 
India economy was much less developed. 
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2. A second factoi is the simultaneous equations problem that 
can creep into any econometric exercise in various guises and can 
weaken 'the Ordinary Least Squares Method. The standard Reserve 
-Flow Equation, for example, explains growth of reserves in terms 
of growth of prices, real income, interest rates, domestic 
component of the monetary base and so on. But it does not tackle 
the question of the determination of these variables. It is 
implicitly assumed that these variables ·are exogenous. we, however, 
know that most of these variables are determined together. All 
the three equations employed in our exercise are reduced-form 
equations and, therefore, they do not take into account feedback 
effects. In this situation, estimation of full-fledged structural 
equations, instead of single equations, would prove to be more 
fruitful. Such an exercise,- however, would be costly and time 
consuming. The single equations of the monetary approach provide 
a quick and low-cost alternative to large-scale structural models. 
This is a methodological issue and views can differ. It is true 
that with better specification, improved data and truer proxies 
we shall be able to improve upon the results presented here. our 
agenda for future research should aim at unification of the various 
competing approaches to the balance of payments and exchange rates. 

B. N. College, Bhiwandi 
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sources of Data and Derivations of Equations 

.D.!Ita sources 

The major source of- data for estimation of all the three 
equations mentioned above is the International Financial Stati~tics 
(various monthly issues and Year Books) of the I.M.F. Bes1des, 
we have also taken data from various publications of the Reserve 
Bank of India {Bulletins, occassional Papers, and Reports on 
currency and Finance). Quarterly data en India's real income have 
been obtained from Prof. vikas Chitre's (then unpublished) study 

.Prepared for the Chakravarty Committee. 

DerivatioDS : 

For derivation of the different types of reserve-flow 
equations see, for example, Johnson ( 1972),. Kemp ( 1975)' Wilford 



82 V. G. JOSHI 

and wilford (1977), and Aghevil and Khan (1977). Derivations of 
the standard exchange-rate equation may be found in Kreinin and 
Officer ( 1978), and Humphrey and Keleher ( 1982). Kim ( 1985) 
derives the simple exchange-market pressure equation based on the 
Girton-Roper { 1977 )' model. 

Notes 

1. See, for example, Johnson (1972, p. 240). 

2. See, for example, Murphy and Duyne (1980) for a good summary 
of various short-run models of exchange-rate determination. 

3. See, for example, Kreinin and Officer (1978). 

4. There are number of alternative methods of measuring the 
degree of· "openness". The conventional method viz., the ratio 
of imports to GNP is only a rough indicator of openness. 
In countries that impose various quantitative restrictions 
on imports, actual imports will. deviate significantly from 
their potential levels. In the Indian context, we observe 
that the policy-makers here, ever since the inception of 
the First Five Year Plan, have always pursued the policy of 
import substitution. For this purpose, all types of policies-
monetary (interest rates), fiscal (tarrifs) and physical 
interventionist (quotas, licensing etc.) have been used. 
There 'is, therefore, nO wonder if the ratio of imports to 
GNP in India happens to be much low as compared to the ratios 
in Korea, Mexico, PhilipineS, Canada, U.K. or Netherlands. 
If we measure the .degree of openness on the basis of income 
elasticity of demand for imports we can say that the Indian 
economy was more open (or less close) in the 1970s as 
to the 1960s. The rising value of the income elasticity of 
demand for imports (in India) indicates increasing openness 
of the Indian economy. see, for example, Aggarwal (1984). 

5. The coefficient of go ( D/H) is known as "offset" coefficient. 
It is possible to regress gO (D/H) on gR (R/H) and see how 
far it is possible for monetary authorities to "sterilize" 
inflows or outflows of foreign reserves. The coefficient 
of GR {~), in this eQuation, is known as "sterilization" 
coefficient, complete sterilization is Possible when this 
coefficient is equal to minus one. No sterilization is 
possible when its value is zero. However, the question of 
sterilization of foreign reserves may not arise· in case of 
a small open economy because in this economy the causation 
is expected to be . from the domestic source to the foreign 
source. 

6. In the Indian context, we observe that with the Smithsonian 
realignment of major currencies in December 1971 t the rupee 
was delinked from the U.S. dollar and pegged to the pound 
Sterling. However, on account of highly volatile 
circumstances, this link between the rupee and the pound 
Sterling could not last long and the same came to an end 
on September 24, . 1975 when the Government of India, on 
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a review of the· exchange-rate situation, took a decision to 
peg the rupee to a basket of currencies with immediate effect. 
Under this new arrangement, the external value of the rupee 
is determined with reference to the daily exchange-rate 
movement of a selected number of currencies of the countries 
that are India's major trade partners. However, the Pound 
SterliJ?-9 continues to be the intervention as well as the 
numera1re currency. What is important to note here is the 
fact that the frequent adjustments of the rupee-sterling rates 
in recent years have actually converted India's so-called 
"managed floating" into an exchange-rate arrangement that 
is more akin to a "floating arrangement, if not "independently 
floating arrangement". 
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Transmission of World Growth Cycle 
to the Indian Economy 
Vikas Chitre 

Introduction 

Our earlier studies of the short-run economic fluctuations 
in India have led us to the following main conclusions: 

(a) The Indian economy has not been free from substantial 
short-period fluctuations in economic activity~ A large number 
of key economic processes such as industrial production , factory: 
employment, fixed capital formation, stock changes, money credit, 
interest rates, commodity and security prices, profits of public 
limited companies, exports 1 imports, etc., show more or less 
synchronous. movements around their respective long-term trends. 
These movements appear to be sufficiently pervasive, temporally 
cumulative and self-revers.ing to justify our viewing them as 
reflecting the growth cycle in India's overall economic activity, 
that is, business cycle adjusted for long-run trends in the 
economy. (Chitre [1982]). 

(b) While deviations of India's agricultural income and 
agricultural production from their respective exponential trends 
do not show the presence of serial auto-correlation and are thus 
random with respect to their time-sequence those of India's non
agricultural income, industrial production, gross fixed investment 
and gross total investment by the public sector, quantum index of 
exports and the index of the gross domestic product of the world 
show positive serial auto-correlation, that is, exhibit a 
cumulative behaviour over time (Chitre [1988] ).. Furthermore, by 
decomposing the growth-cyclical fluctuations in non-agricultural 
income between those originating from fluctu·ations in agricultural 
income a.nd those originating in other impulses, it has been shown 
that even if the other impulses had been absent, the random, 
serially uncorrelated deviations from trend in agricultural income 
would have produced a cyclical movement around the trend in non
agricultural income ( Chitre and Paranjape ( 1987 ] ) , a result 
reminiscent of the well-known work of Ragnar Frisch ( 1933.1 on the 
role of random shocks in generating business cycles. 

(c) Decomposing the growth-cyclical fluctuations in non-
agricultural income further into those originating from fluctu
ations in agricultural income, those originating from fluctuations 
in gross fixed investment by the public sector and those origi-
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pating from other impulses, it has been observed that thosed caused 
by other impulses show a very close relation to the deviations 
from trend of the index of industrial production· in North America. 
The turning points of the latter consistently precede by one year, 
or coincide with, those of the former ( with a single exception 
of the peak of 1973-74 when the former follows the latter by one 
year ) ( Chitre [1988] ). 

We have re-computed for the period covered by the Present 
paper the contribution to cyclical fluctuations around the trend, 
in India's non-agricultural income due to influences other than 
those attributable to fluctuations around the trend in agricultural 
production and gross public sector fixed investment: This has 
been done on the basis of dynamic simulation based on equation 
( 1) in Appendix 2 computing the deviations around the trend in non
agricultural income year after year using the residuals from that 
equation also to represent all other influences at work. These 
values of the deviations in non-agricultural income computed from· 
the above mentioned dynamic simulation experiment have been shown 
in Chart 1. Charts 2 and 3 show the deviations around the trend 
in the index of industrial production, for the U.s. and for the 
market economics respectively. Matching the peaks and troughs 
of the graph in Chart 1 with those of the graph in Chart 2, we 
observe that w~ile the correspondence ( marked just above the graph 
in Chart 2 ) is close, the turning points of the growth-cycle in 
the index of industrial production for the U.S. show a somewhat 
larger number of lags, which is hax:d to explain. On the other 
hand, comparing these turning -points on an inverse plan, that is, 
matching peaks of the graph in Chart 1 with the troughs of the 
graph in Chart 2 and the troughs of the graph in Chart 1 with the 
peaks of the graph in Chart 2, ( as shown just below the graph 
in Chart 2 ) one observes that the growth cycle in India's non
agricultural income due to causes other than fluctuations in 
agricultural production and public sector investment appears to 
be moving in the opposite direction of the growth cycle in the· 
index of industrial production for the U.S. after a lag. A similar 
observation can be made by comparing the graph in Chart 1 and that 
in Chart 3 for the growth cycle in the industrial production for 
the market economies~/. 

Equation (2) in Appendix 2 examines this question through 
regression analysis. (The no tat ion used, data sources and notes 
on data adjustments are explained in Appendix 1.) It is seen from 
that equation that deviations from trend in India's non-agricultural 
income can be explained in terms of those in agricultural income 
gross fixed capital ·formation by the public sector and 'the index 
of industrial production for the market economies. Growth cycle 
in the industrial production of the market economies causes growth
cyclical fluctuations in India's non-agricultural income in the 
opposite direction after a lag of one year 2/. That is, the growth 
cycle in India's non-agricultural income iiioves contra cyclically 
to the industrial cycle in the market economies of the world. 
An expansion in the world industrial production of the market 
economies of the world has tended to exercise a contractionary. 
influence of India's non-agricultural income. Similar results 
also obtain when we. use world industrial production or world gross 
domestic product in place of the index of industrial production 
for the market economies. 

The purpose of the present paper is to examine the channels 
through which the world growth cycle may be getting transmitted 
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to the Indian economy. 

Possible Channels of Transmission of World Growth Cycle 

. Growt~-cyclical . fluctuations in gross domestic production 
or 1ndustr1al product1on of the world may be expected to influence 
industrial production and non-agricultural income in India relative 
to their respective trends through demand, production, investment 
and monetary linkages. The effect of an increase in exports on 
aggregate demand via the multiplier is well-known. On the other 
hand, in the context of the labour-surplus economy such as India's, 
it has been argued that increased exports of agricultural commodi
ties, whether raw materials or cash crops, would reduce the surplus 
of foodgrains marketed to the domestic non-agricultural sector: 
and as this surplus constitutes demand for non-agricultural commo
dities, the production of the latter would decline. Thus, in this 
case, it is argued that exports could have a negative effect on 
domestic non-agricultural output (Mihir Rakshit [1982} ). As 
regards the production effect of foreign trade, if domestic prod
uction of agricultural or non-agricultural sectors is dependent 
on the imports of raw material's, intermediate goods or capital 
goods which are not domestically produced, reduction in the capa
city to import would adversely affect domestic production in the 
short-run. Availability of external assistance and loans and 
increase in the foreign exchange reserves increase domestic invest
ment in the short-run. But the interest and amortisation payments 
on external assistance an.d loans and repatriation of profits on 
foreign investment increase future burden of debt servicing and 
endanger future prospects of domestic investment and growth and 
lead to external debt crisis unless exports can increase suffi
ciently rapidly over time. Finally, changes in foreign exchange 
reserves would lead to changes in domestic money supply in the 
same direction unless counteracted by appropriate monetary policy. 

The present paper is a preliminary study of the above link-
ages. It focuses attention on the short-run effects and mainly 
studies demand and investment linkages. 

Empirical Assessment of the Linkages with the External Sector 

In order to assess the quantitative strength of these link
ages we have re-estimated an earlier model due to Rangarajan (1982) 
for the more recent 22 year period from 1962-63 to 1983-84 with 

· modifications and extensions ·necessary for studying the linkages 
with the world economy. The notation used and the equations 
estimated by us are given in Appendices 1 and 3 respectively. 

The production of manufactured consumption goods (ICI) is 
determined by the demand for these goods modified by supply side 
factors. The demand for manufactured consumption goods depends 
upon lagged national income, the lagged value of the ratio of the 
average price of agricultural commodities to that of manufactured 
finished products ·and the quantum of exports. The only supply
side factor taken account of here is the import of raw materials 
and intermediate goods. The estimated equation is given as 
equation (1) in Appendix 3. 

The negative coefficient (statistically significant at 10 
per cent level) for the lagged domestic price terms of trade 
between agricultural and manufactured commodities TT_1 that is, 
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( Pag/Prnfg ) needs explanation. This price ratio is a weighted 
average of the domestic price terms of trade between foodgrains 
and manufactured commodities and that between non-foodgrains and 
manufactured commodities. An increase in the former leads to a 
substitution effect in favour of the manufactured products and 
an income effect, which is likely to lead to a greatly reduced 
Cemand for manufacturP.d products on the part of net buyers of food
grains and increased demand for manufactured products on the part 
of net suppliers of foodqrains. The increase in the domestic price 
terms of trade between non-foodgrains and manufactured commodities 
will lead to an income effect causing the demand for manufactured 
products on the part of net sellers of non-foodgrains to increase. 
That is, except for the income effect on the demand for 
manufactured products on the part of net buyers of foodgrains, 
all other effects will tend to increase the demand for manufactured 
products. In addition the effect of an increase in the terms of 
trade of agricultural commodities relative to manufactured products 
could involve an increase in the marginal cost of production of 
manufactured products, relative to their prices, hence leading 
to a reduced production of manufactured produ.cts. The statistically 
significant negative coefficient of the domestic terms of trade 
variable suggests that the income effect of the net buyers of food
grains and the cost effect on the production side appear to be 
dominant. The quantum of exports exerts a statistically significant 
negative influence on the production of manufactured consumption 
goods. However, this influence is numerically rather small. A 
10 per cent increase in the quantum of exports around the mean 
leads to a reduction in the index of production of consumer goods 
by about 3.01 per cent of its average value. 

Imports of raw materials and intermediate goods show a 
positive effect on the production of manufactured products. The 
regression coefficient of this variable, however 1 is not 
statistically significant which is possibly due to the high 
correlation of 0.92 between the quantum of exports and the imports 
of raw materials, and intermediate goods. An increase in imports 
of raw materials and intermediate goods by 10 per cent of its 
average value during the period is associated with an increase 
of 0. 71 per cent in the index of production of manufactured 
consumPtion goods above its average during the period. Thus, this 
influence is quite small. 

The production of basic and capital goods is linked with the 
external sector through the demand for exports and through the 
domestic fixed investment by private and public sectors which is 
influenced by changes in the foreign exchange reserves. Further
more, imports of capital goods may be expected either to increase 
production of capital and basic goods if these imports consist 
of required capital goods and basic goods which cannot be currently 
domestically produced or to decrease the production of capital 
goods and basic goods if they compete with capital goods and basic 
goods which are currently being domestically produced. 

Equation (2) in Appendix 3 shows that the quantum of exports 
has a positive influence on the production of capital and basic 
goods. Quantitatively, this effect is of about the same magnitude, 
but in the opposite direction, as that exercised by the quantum 
of exports on the production of manufactured ·consumption goods 
discussed above. Thus, exports have tended to exercise an influence 
on the structure of our domestic industrial production, rather 
than on the level of it. Since the weightage of basic and capital 
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qoods is higher in the general index of industrial production than 
that of consumption goods as seen in equation (3) in Appendix 3, 
the overall effect of an increase in export demand on the general 
index of industrial production will be positive. 

F~om equation (2) in Appe.ndix 3, it may be seen that imports 
of cap1tal goods have on the whole aided rather than competed with 
the domestic production of capital and basic goods. This effect, 
however, is quite small. A 10 per cent increase in the imports 
of capital goods in relation to the average level during the period 
is 1 associated with 0.54 per cent increase in the domestic 
production of basic and capital goods. 

Gross capital formation in the public and the private sectors 
and, therefore, the domestic production of basic and capital goods 
are stimulated when the accretion to the foreign exchange reserves 
(deflated by the unit value index of imports) over the year is 
larger. It can be seen from equations (5) and (6} in Appendix 
3 that for the average increase in foreign exchange reserves which 
was Rs. 63.4 crores (at constant import prices}, the increase in 
gross capital formation (at constant prices) by the two sectors 
together would be around Rs. 38.56 crores, or about 0.51 per cent 
of the average gross fixed capital formation during the period, 
at constant prices. This would stimulate the production of basic 
and capital goods. The resultant increase in the general index 
of industrial production would be of 0.3 percentage points or 
around 0.44 per cent of the average level of the general index 
of industrial production during the sample period. Thus increase 
in the foreign exchange reserves appears to exert a moderate 
influence on the domestic industrial production by stimulating 
domestic fixed investment. Perhaps this calculation exaggerates 
the influence of changes ·in foreign exchange reserves on gross 
fixed capital formation in the country. For, if we consider an 
increase in the accretion of foreign exchange reserves equal to 
10 per cent of the average accretion in them during the period, 
we see that this would increase gross capital formation by merely 
Rs. 3.856 crores with a correspondingly smaller impact on 
industrial production. However, the large yearto year fluc~uations 
in the change in foreign e:xchange reserves would cause 
correspondingly large fluctuations in gross fixed capital formation 
and industrial production. 

Equation 5 (alt.) in Appendix 3 uses the variable external 
borrowing of the government (deflated by unit value index of 
imports} instead of the change in foreign. exchange reserves. to 
take account of the influence of the external sector on gross f1xed 
capital formation by the public sector. It shows that an increase 
in the external borrowing of the government equal to 10 per cent 
of its average value (of approximately Rs. 554 crores) during the 
period would have increased gross fixed capital formation of the 
government by Rs. 20.34 crores in comparison with Rs. 18.77 crores 
in response to an increase in foreign exchange reserves equal to 
its average over the period. 

In order to further examine whether the world economic 
activity led to growth cycles in India through the impact of it 
on our gross fixed capit&l formation on account of inflow of 
foreign exchange, we considered the total receipts from abroad 
(consisting of receipts f~om merchandise exports plus receipts 
on invisible account plus private receipts and government receipts 
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on capital account) separately from total payments (consisting 
of payment for merchandise imports plus payments on invisible 
account plus payments on capital account (private) plus payments 
on capital account (government) plus amortization payments plus 
repurchase of Rupee from IMF) both deflated by the unit value index 
of imports 6 Equations ( 1 ). and ( 2) in Appendix 4 show. that beth 
receipts and payments decrease with an increase in world GOP .. 
However, since receipts decrease slightly more than payments 1 

(R - P ) shows a minor decline which in turn leads to a small 
de~line i:tn gross fixed capital formation in the private sector. 
(Gross fixed capital formation in the public sector shows 
a statistically insignificant decrease in response to an increase 
in (Rt - Pt). Deflating receipts and payments by wholesale price 
index ratheY than by unit value of imports gives a slightly larger 
effect on (Rt ;-Pt). (R-P) relative to i.ts f linear} trend as Well does not 
show a statistically significant movement in response to the 
movement of GOP of the world or industrial production of market 
economies relative to their respective trends~ 

Conclusion 

The growth cycle in India's non-agricultural income shows 
a- statistically significant but inverse relation to the world 
industrial cycle. The ·transmission of the world .cyclical impulse 
probably takes place through the .influence of it on gross domestic 
fixed investment via changes in net receipts or external assistance 
and loans and changes. in foreign exchange- reserves. But at· the 
level of aggregation that we have examined. the question-, it is 
not possible to demonstrate that transmissi-on through ·this channel 
has taken place in sufficient strength suggested by ,the close but 
inverse relation between the wot:ld industrial cycle and our 
industrial cycle which we have observed. 

GIPE, 'Pune 



.CBART 1 : GDPNA 

Gross domestic product originating in non-agricultural sector for India ,• Deviations from trend due 
to influences other than GDPA and GCFPU 
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CHART 2 : DSIIP 

Index of Industrial Production for the u.s.A., deviations from trend. 
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CHAR:T 3 : MliP 

Index of Industrial Production for market economics, deviations fcom trend. 
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2. 

3. 

4. 

5. 

6. 

Varl- Defln1tion 
able 

NYI 

ICI 

IBKI 

IQI 

MKI 

MRMI 

Index of 
Natonal 
Income. 
base 70-71 
= 100 

Index of 
Industrial 
Production, 
Consumer 
Goods. 
base 70-71 
= 100 

Index of 
Industrial 
Production, 
Basic and 
capital 
Goods. 
'70-71=100 

Index of 
Industrial 
Production, 
General 

Imports of 
Capital 
Goods 
{Rs. Crores) 

Imports of 
Raw Materials 
Intermediate 
Goods 
(Rs. Crores) 

VIKAS CHITRE 

Appendix 1 

sources 

Economic 
Survey 

Report on 
Currency 
and 
Finance 

Report on 
Currency 
and 
Finance 

Economic 
Survey 

Economic 
Survey 

Notes 

Weighted average 
of production of 

·capital goods. 
IBKI = • 6791 BI + 

of indiceS 
basic and 

.321 KI 

The available data used 
different weightages for 
the four categories of indu
strial production, lBI, 
IKI, III {i.e., index of 
industrial production, inte
rmediate goods), ICI. we. 
calculated IQI usin~ uni
form weights. IQI 1s thus 
= · .3112 ICI + 0.2095 III + 
0.1525 IKI + .3228 IBI. 

Deflator used is Unit value 
index of machinery transport 
equipment. Currency Finance 
Report. ( '70~71 100 ) 

Deflator was. calculated 
a weighted average of unit 
value indices of 'Inedible 
crude material, except fuel~ 
'Mineral fuels and lubri-
cants 1 , 1 Animal and vege-
table oils', 'chemicals 
and related products", 1 Manuf-
actured goods'.(We assumed 
that a major part of the 
'manufactured qoods' category 
consisted 010£ nt• intermediate 
goods .. ) 
Deflator had (1970-?l)as base. 
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Appendix 1 (Contd ••• ) 

7. 

8. 

9. 

10. 

Var1- Def1n1t1on 
able 

X Total 
exports 
{Merchandise) 
(Rs. Crores) 

M Total 
imports 
(Merchandise) 
(Rs. Crores) 

GCFPU Gross fixed 
capital 
Formation, 
Public 
Sector 
( Rs. Crores) 

GCFPS -do-

ll. GCF Gross fixed 
Capital 
Formation 
(Rs. Crores) 

Sources 

Report on 
currency 
and 
Finance 

Report on 
currency 
and 
Finance 

Report of 
Working 
Group on 
Savings 
appointed 
by Dept.of 
Statistics 

-do 

-do-

12. GDPA Gross National 

13. GDPNA 

14. FER 

domestic accounts 
product, statistics. 
agricultural 
sector 
(Rs. crores) 
(70-71 prices) 

Gross domestic 
product, 
non-agricuf
tural sector 
(70-71 prices) 
(Rs. Crores) 

Foreign 
exchange 
reserves 

National 
Accounts 
Statistics 

R.B.I. 
Bulletin 

Notes 

Deflators used were unit 
value indices of exports 
and imports respectively. 
Base '70-71=100 

The figures upto 1981 were 
given in the working group 
report at constant {that 
is 1970-71) prices. For 
years '82-83 and '83-84, 
the source was National 
accounts statistics, defla
tor used was wholesale price 
index of machinery and con
struction equipment GCFPS= 
Gross fixed capital form
ation of household sector 
+ Gross fixed capital form
ation of private corporate 
sector. 

-do 

Calculated: GDPNA 
(total) GDPA. 
for GDP and GDPA at 
(that is 1970-71) 

GOP 
Figures 

constant 
prices. 

FER = SDRs + Gold + Foreign 
currency reserves. Deflated 
by unit value index of 
imports. 
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15. 

16. 

17. 

18. 

19. 

20. 

21. 

Varl- Definition 
able 

IBG 

EBG 

p 

R 

IIGDP 

IIIIP. 

MIIP 

Internal 
borrowings 
of the 
Government 
(Rs. Crores) 

External 
Borrowings 
of Govt. + 
foreign aid 

Total payments 
made by India 
to rest of 
the world. 
(Rs. Crores) 

Total 
Receipts of 
India from 
rest of the 
world. 

Index of 
World Gross 
Domestic 
Product, 
( 70-71) =100 

Index of 
Industrial 
Production 
world 
( 70-71) • 100 

Index of 
Industrial 
Production, 
Market Econo
mics 
( 70-71) - 100 

VIKAS CHITRE 

Source 

Internati
onal 
Financial 
Statistics 

-do-

Economic 
Survey 

Economic 
Survey 

Inter
national 
Financial 
Statistics, 
U.N. 

Industiral 
Statistics, 
Year book, 
U.N. 

-do-

Notes 

Deflated by wholesale price 
index of machinery and tran
sport equipment. 

Deflated by unit value index 
of imports. 

Imports + Payments for Invi
sibles + Payments on capital 
account, Private + Payments 
on capital account, -Govt.+ 
amortization payments + 
Repurchase of Rs. from IMF. 
Deflated by unit value index 
of imports: Alternatively 
deflated by wholesale price 
index. 

Export receipts + 
on 'invisibles' + 
receipts and Govt. 
on capital account. 
Note: Data for R 
for many years is 
minary • 

receipts 
private 

receipts 

and P 
preli-
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22. 

23. 

24. 

var1- oet1n1tion 
able 

PX/WPI Ratio of 
Export 
prices to 
Wholesale 
price Index 
of India 

PM/WPI Ratio of 
Imports 
Prices to 
Wholesale 
Price 
Index 

TT Terms of 
Trade, Ratio 
of wholesale 
price index 

source 

Report on 
Currency 
and 
Finance, 
(Px) and 
Economic 
Survey (WPI) 

Report on 
Currency 
and Finance 
(Pm) and 
Economic 
Survey (WPI) 

Economic 
Survey 

of agricultural 
products to 
to wholesale 
price index 
of manufactured 
products 

25. FGTT Foodgrain Economic 
Terms of Trade,survey 
ratio of whole-
sale price of 
toodgrains to 
wholesale price 
of manufactured 
products 

26a NFGTT Non-foodgrain Economic 
terms of trade,Survey 
ratio of 

27. AQI 

28. T 

wholesale· 
price of non
foodgrains to 
manufactured 
products 

Index of 
Agricultural 
Production 
(1970-71)=100 

Time trend 

Economic 
survey 

Notes 

Ratio of Unit Value index 
of exports, base (70-71~ 100 
to Wholesale price index 
( 70-71 ) = 100 

Ratio of unit value index of 
imports base (70-71)=100 
to wholesale price index 
(1970-71=100) 

Indices are 
71 = 100. 

with base 70-

Indices are with base 70-
71=100. 

Indices are with base 70-
71=100. 
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1. 

VIKAS CHITRE 

Appendix 2 

0.1793482 + 0.8523376 gdpnat-l 
(3.4948) 

- 0.2329049 gdpnat_2 
(-1.1050) 

+ 0.1762703 gdpat + 

(2.4899) 

0.04015144 gcfput-l 
(1.3947) 

-2 R : 0.5537 Dl'l = 2.0876 

2. gdpnat = 0.6878213 + 0.09993359 gdpat 
(2.246) 

+ 0.040221 gcfput-l 
(1.2786) 

a 2 =.0.4823 

- 0.2339862 miipt-l 
(-3.1487) 

Dl'l = l. 7877 

3. log (GDPNAt) = 9.442711 + 0.1006269 log (GDPAt) 
(1.6567) 

NOTES ( i) 

( ii) 

+ 0.05199293 log (GCFPU t-l) -0.2601882 
(1.2741) (-3.182) 

log (MIIP t-l) + 0.0500057 (T) 
(10.4969) 

a2 • o.9931 ow =. 1.4379 

Variables denoted in lower case ~etters denote 
deviations of the corresponding, variables ·fi:om 
their respective semi~logarithmi.c trends,. corr
ected for serial auto-co.r~elatio,._ of residuals 
when required. 

Equations 1 and 2, which _showed serial auto
correlation of residua~s 'from OLS .regressions 
have been re-estimated bY- us_ing the: Cochrane• 
Orcutt procedure. 

(iii) Equation 3, which showed sericll auto-correlation 
of residuals from OLS regressions- has_. been· -re
estimated by using the Cochrane-Orcutt procedure 
till 6th iteration, but still there is· no signi
ficant change in the o.w. 
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Appendi.z 3 

ICit =, 16.25732 - 0.1904974TTt_
1 

( -2 .0961) 
+ 0.0059274 HRHit 

(1.5997) 

- 0.018013 xt 

(-3.3819) 
+ 1.308031 NYit_1 

(6.4360) 
~2 
R = 0.9853 DW = 2.3627 

-24.00192 + 0.0140941 GCFt + 0.01840044 Xt 
(,6.3709) (2.9304) 

+ O.Dl17928 HKit 
(2.3108) 

R"2 = 0.9886 DW = 2.10 

3.643024 + 0.3777389 ICit~+ 0.5547107 IBKit 
(6.4146) (15.7971) 

a2 = 0.9958 DW = 2.0147 

GCFPUt + GCFPSt 

3126.125 + 36.07488 NYit_1 (10.8036) 

- 26.52028 TTt_1 + 0.2960795 .C.FERt + 0.1772924IBGt_1 ( -4.3914) (1.8916) (3.0761) 

0.9691 DW = 1.3767 

5(a1t.) = 534.6246 + 40.79556 NYit_1 - 19.66855 TTt_1 

6. 

(8.8561) (-2.2979) 

+ 0.1356712 IBGt + 0.3673557 EBGt 
(1.5656) (1.3355) 

.i!2 = o.9422 

GCFPSt = -1919.289 + 

+ 0.3120469 
(1.8525) 

R~ ~ 0.9413 

DW = 1.8718 

37.06013 NYit_1 + 22•50067 TTt_1 (17.6466) (3.9139) 

i!.FERt 

DW c 2.1876 

Note ·: (i). Equation 3 which showed serial auto-correlation of 
residuals from OLS regressions has been re-estimated 
by using the Cochrane-orcutt procedure. 

(ii) Equations 1 and 5 which showed serial · auto
correlation of residuals from OLS regressions have 
been re-estimated using the cochrane-Orcutt procedure 
till 6th iteration, but still there is no significant 
change in the D.W. 
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Appendis 4 

1. Rt D - 195.4888 - 68.30258 WGDPt + 0.3836814 GDPNAt 
(-3.8902) (5.5429) 

+ 0.9907155 GDPAt 
(1.7999) 

ii2 = 0.8855 DW = 1. 7493 

2. Pt = 3444.986 - 67.86414 WGDPt + 0.4595637 GDPNAt 
(-6.9284) (11.7815) 

- 0.07197298 GDPAt - 1669.683 (PM/WPI) 
(-1.3865) (-7.0451) 

a2 
D 0.9692 DW = 2.1714 

2.(a1t.) Pt = 2800.304- 69.87946 WGDPt + 0.4376157 GDPNAt 
(-7.2793) (12.1269) 

- 1616.668 (PM/WPI) 
(-6.7975) 

a2 = o.9668 DW = 1.8566 

3. GCFPUt = 3200.017 + 0.1454428 GDPNAt-i + 0.07198379 GDPAt_1 (4,5082) (0.8725) 

- 32.59267 TTt_1 - 0.1686319 (Rt - Pt) 
(-4.2432) (-0. 7377) . 

R:2 • Oo9416 DW = 1.5164 

4. GCFPSt = 184.1152 + 0.1704593 GDPNAt 1 ,- 0.08665441 GDPAt_1 (10.23535) -. (-2.0401) 

Note 

+ 19.68485 TTt_1 + 0.4335499 (Rt - Pt) 
(4.8756) (3.6473) 

a2 = o.973o DW = 2.2688 

( i l Equations l and 2·, which showed serial auto
correlation· of residuals from OLS regressions have 
been re-estimated by using the Cochrane-Orcutt 
procedure. 

(ii) Equations 3 and 4, which showed serial auto-
correlation of residuals from OLS regressions., 
have been re-estimated using the Cochrane-Orcutt 
procedure till 6th iteration, but still there is 
no significant change in the D.W. 
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Notes 

1. Commenting on the paper at the Workshop, Professor John 
Williamson observed that the similar appearance of Chart 1 
and Cha_rte 2 and 3 is largely due to the common influence 
of .the first oil shock· on the economies of India and North 
America and on the market economie.s rather than due to the 
transmission of'the world growth cycle to the Indian economy. 

2. · In his comments on the paper of: the Workshop, Professor 
Nachane pointed out that since any polynomial trend has a 
corresponding weighted movirtg average representation in ·terms 
of the observations, the detrending process will introduce 
spurious cycles a la Slutslty-Yule. He maintained that this 
argument also applies to detrending by an exponential function. 
Furthermbre, a weighted moving average trend distorts the 
true lead-lag relatiOnship between the detrended variables. 
This problem arises if the chosen moving average period 
exceeds the time lag. In this context, it should be pointed 
out here that results similar to those reported in this 
paragraph of the text are obtained if undetrended variables 
are used along with time as an additional explanatory 
variables. 
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The Transmission of Fluctuations in 
Economic Activity from Abroad : 
Some Evidence from India 
Smritl Mukhe~ee 

Theory of transmission of macroeconomic disturbances from 
abroad has come into the forefront ever since the publication of 
Mundell-Fleming model in the sixties. Withdrawal of capital 
controls and adoption of floating exchange rates have directly 
contributed to the recent upsurge in interest in this particular 
area of international economics. Specific models relatinc;, to 
transmission of monetary and fiscal policy influences from one 
country to another have been developed and put to empirical testin~ 
Notwithstanding the hi-tech nature of the models, all of them have 
one basic point in common i.e., they all stress the international 
aspect of cyclical fluctuation in economic activity. Fluctuations 
in economic activity in .a major industrial country are capable 
of oenerating similar · cycles abroad. Sometimes the cyclical 
movements may synchron1se, sometimes they appear with a lag. As 
to the channel of this transmission, current account of balance 
of payments provides a major channel if there is restriction on 
free flow of capital.. On the other hand if we have an integrate·d 
capital market, capital account transactions assume major 
proportions \lhile speed of adjustment i-n the goods market becomes 
slower.. The purpose of the present paper is to focus on the 
sensitiveness of Indian economy in the face of changes taking place 
in the rest• of the world. To have a proper understanding of the 
nature of this sensitiveness relevant theories, their applicability 
to India, modifications attempted and results obtained are being 
discussed in the following sections. 

The mechanism of transmission of macroeconomic disturbances 
from abroad through the current account is quite simple. Under 
a system of fixed exchange rates and zero mobility of capital the 
system will operate like this. For the sake of simplicity the 
world is divided into two countries- home(H) and foreign(F).. Any 
decrease in aggregate expenditure in F will lead to decrease in 
import demand and H will experience a deficit in balance of trade. 
The deficit can be corrected by real depreciation which in the 
face of given nominal exchange rate implies a fall in price. 
Now a fall in price can come about only from a fall in income or 
output. Thus the interdependence in fluctuation of real output 
between F and H is established. 
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In. the. case of flexible exchange rate the adjustment process 
is a b1t d1fferent. A reduction in aggregate expenditure in F 
as before generates a trade balance surplus for F and deficit for 
H. Ex_cess demand for foreig!' currency will lead to an increase 
in nom1nal exchange rate unt1ll the gap is eliminated. Here 
adjustment will be achieved through exchange rate changes without 
there being any need for aggregate output to come down. Increase 
in real exchange rate will reduce home for both exportables and 
importables and encourage foreign spending in favour of home goods. 
In the process a redistribution of domestic output can result with 
aggregate quantity remaining the same. Exchange rate changes will 
act as a buffer and absorb the changes originating in the rest 
of the world. It is comparable to an expenditure switching policy 
which attempts to control trade deficit by switching expenditure 
in favour of domestically produced goods while treating GDP as 
constant. 

Transmission through the current account need not be confined 
to unanticipated changes in index of economic activity abroad. 
Any chan9e in current economic policy, e.g.,removal of tariff 
barriers, may resul~ in changes in output and employment in partner 
countries. A common shock like the oil price rise may impart 
instability throughout the world almost simultaneously. And here 
the impact will primarily come through either a change in internal 
price level or exchange rate. Inflationary tendencies from abroad 
can be imported via current account in the form of higher import 
prices, which can subsequently push up the internal price level. 

so far transmission through the current account has been 
discussed in general terms like a change in aggregate activity 
abroad. Sources of change iri such activity like shift in monetary 
or fiscal policy has not been touched. But it is -ture that a 
change in budgetary policy of a goverment can very well affect 
the current account balance of its major trade partners. An 
increase in budget deficit by a government is capable of generiting 
excess demand for non-tradables produced in the economy. If 
commodity market equilibrium is still to be preserved, excess 
supply of tradables is necessary and that can come about through 
a fall in ~ or real appreciation. It is equivalent to real 
depreciation for the foreign country .which will enjoy some relief 
in the current account. Internally however this will imply lower 
demand for tradables so that the foreign country also will 
experience some redistribution of output with aggregate quantity 
remaining the same. 

Keeping in mind the theoretical background of transmission 
of macroeconomic disturbances from abroad as applies to the current 
account, some regression estimates were obtained for the Indian 
economy during the period 1950-51--1980-8·1. Before we report those 
results, some clarification on the construction of relevant 
var·iables probably is necessary. The dependent variable was 
defined as a ratio of actual value to trend (exponential) value 
in volume index of exports of SITC 0+1, 2+4, 5+6+7+8 and aggregate 
exports. Since we were mainly interested in fluctuation of exports 
ratios to trend rather than actual values were selected. The two 
explanatory variables chosen were ratios to trend in aggregate 
economic activity of developed market economies and real effective 
exchange rate as experienced by India. Aggregate economic activity 
was measured by both GDP and index of industrial production. Real 
effective exchange rate was obtained as the nominal rupee-dollar 
exchange rate divided by a ratio of consumer price index in India 
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Period 1950-51 -- 1980-81 

1. y • 3.2308 1.847Sx16_1 
+ 2.9489X iP .4529 

(4.9255) ( -2.7161) (2.9925) DW 1.3152 

2. y •2.3848 - 1.0650 X2t-l + 2.4366X ii• = .4252 

(6.0617) (-2.4311) (2.2147) DW = 1.3624 

3. Y1=l.2521 - .1710 Xlt-1 + .0916X ii• = .2440 

(5.5897) (-.7336) (2.2776) DW = 1.1757 

4. Y1 •1.2726 - .1847X2t_1 + .0973X i• = .3145· 

(10.2869) ( -1.5301) (2.7295) DW = 1.1986 

5. Y2=1.6976 - .4308Xlt-l + .2040X ii• = .3505 

(6.1356) ( -1.0102) (2.1135) DW = 1.1986 

6. Y2•1.6419 - .3979X2t_1 +.1837X ii• = .2197 

(4.3529) (-8321) ( 1.1325) DW = 1.1125 

7. Y3=l.3488 -.2929X1t-l +.0603X ii• = .2087 

(6.6656) (-1.3003) (1.1044) DW = 1.2270 

e. Y3=l.2098 -.1351 x 2t_ 2 +.0814 X ii• = .1948 

(11.0633) (-1.1693) ( 1.6973) DW = 1.2664 

Where y Ratio to trend, quantum index of exports of India, 
1970-71 = 100 

.y1 = Ratio to trend, quantum index of exports of India 
for SITC 0 1 1, 1970-71 =100. 

y2 = Ratio to trend, quantum index of exports of India 
for SITC 2,4, 197D-7l = 100. 

y3 = Ratio to trend, quantum index of exports of India 
for SITC 5,6,7,8,-1970-71 = 100. 

X1t-1 = Ratio to trend, index of GDP of developed market 
economies, 1970-71= 100,- one period lag. 

x2~-l = Ratio to trend, index of industrial production of 
developed market economies, 1970-71 • 100. one 
period lag. 

X = Real effective exchange rate. 

Fi9ures in parentheses give the t ratios. 
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and those of her four major import trade partners • The later 
variable was of course an weighted average, weights being equal 
to relative shares enjoyed by them in India's import trade. The 
four countries chosen were, U.K., u.s.A., Iran and Japan. . USSR 
has been deliberately left out as official data do not indicate 
any inflation in that country. The results are shown in the next 
page (They have already been reported in Hargin. Vol.20, No.2, 
Jan-Mar 1988). 

Constant terms in all the equations come out very significant 
indicating that major explanatory variables have been left' out. 
This is to be expected because internal demand and supply variables 
have not been taken into account. Our primary purpose was to catch 
the influence of changes in the world economy on India 1 s export 
fluctuations. The world activity variable with one period lag 
consistently comes out with a negative sign indicating that 
favourable ratios to trend in world GOP or industrial production 
are mostly accompanied by unfavourable ratios in India's exports. 
The negative coefficient is not always significant but its 
significance increases with longer period lags. Real exchange 
rate however proves to be a very good choice. Real depreciation 
of the currency is capable of bringing unanticipated increases 
in export volume, most of the results show that. Excess demand in 
the world economy leading to rate of inflation higher than India's 
internal rate benefits the export sector more than that compared 
to the direct influence of higher aggregate demand in .the world 
economy. If .world aggregate demand lies above the trend but 
inflation rate is moderate, favourable effect upon India 1 s exports 
will be less. An overall inflationary condition in the world 
economy confers some benefits on the country which to some extent 
compensates for the failure to take advantage of higher aggregate 
demand in the rest of the world. 

Role of capital account of balance of payments as an agent 
of piopogating changes from the rest of the· world is being 
increasingly emphasized in recent years. The trend towa!'ds 
deregulation of capital flows and integration of financial markets 
since the late seventies has directly contributed to the increasing 
attention being given to capital account- behaviour. Monteary 
theory of balance of payments developed by Mundell and Johnson 
has often been empirically tested to explain the short-term flow 
of capital from one country to another. The essence of the 
monetary approach, as is well known by now, lies in the fact of 
looking upon balance of. payments as a monetary phenomenon. Any 
d\sequilibrium between demand for and supply of money in the 
internal market produces balance of payments disequilibrium and 
the process of adjustment is facilitated by inflow or outflow of 
capital if the economy is having fixed exchange rate. Assuming 
a stable demand function for money explanatory variables are 
9enerally restricted to level of income, price level and rate of 
1nterest. Any increase in domestic supply of money produces excess 
supply in the money market, interest rate become lower than the 
rest of the world rate and this leads to an increased demand for 
assets dominated in foreign currencies. Withdrawal· from 
international reserves lowers the foreign component of monetary 
base and money supply again becomes equal to demand. 
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When it was decided to explain the behaviour of India • s 
capital inflow within the framework given by monetary model of 
balance of payments, several problems had to resolved immediately~ 
The first such problem related to the fact that India is not a 
fully open economy. Internal nominal interest rate is often 
administered which means Indian capital market is not integrated 
with the rest of the world capital markets. Added to it is 
stringent restriction on capital mobility. Limited capital market 
prevents the sale of substantial amount of public debt to non-bank 
sector. Financing of the budget deficit is mainly done through 
monetisation of public debt and the difference between and monetary 
and fiscal policies becomes very thin. Government's borrowing 
requirements may largly determine the amount of increase in net 
domestic assets of the central bank rather than it being a decision 
variable of the central bank as in developed countries. These 
basic impediments in the way of testing the relevance of monetary 
model in explaining India's capital account behaviour had to be 
resolved and it was done in the following way. 

Net capital inflow was disaggregated into official and private 
flows in both nominal and real terms. Since perfect mobility of 
capital is not there and whenever capital comes in it is in 
response to payments requirements, interest differential ·between 
home and abroad was. not taken into consideration. Instead the 
monetary-fiscal policy mix suggested the inclusion of central 
government_ budget deficit as the prime explanatory variable. An 

. increase in the budget deficit will raise internal price level 
due to monetisation of public debt, correct account deficit will 
increase and hence more outside capital will come in this was' 
thought to be the mode of working of the model. Higher budget 
deficit was expected to affect commodity market by creating excess 
demand rather than disturb money market by creating excess supply 
of money and lower rate of interest. Money and commodities have 
been taken as substitutes and not money and financial assets. 
Direct foreign financing of government deficit might also be partly 
responsible for increased capital inflow. Increase in net·domestic 
assets of the central bank was also supposed to affect capital 
inflow mainly through its impact on .the current account in the 
form of unfavourable relative prices. India's GOP and index of 
industrial production were included as demand variables on the 
supposition that higher aggregate activity at home would mount 
pressures on the current account and this will be reflected in 
capital ·account transactions. World GOP and industrial production 
likewise were treated as supply variables, an increase in world 
activity variable might augment the flow of funds for India. The 

,country has engaged itself into commercial borrowing in the recent 
past. In view of that three month Euro-dollar rate was included 
as an explanatory variable in a few equations covering a shorter 
span of time. Most of the results of this study on capital account 
behaviour have already been reported in periodicals (Asian B::onomic 
Review, Vol. XXIV, No.3, December 1987, The Indian Journal oE Economics, 
Vola IXX, No. 278, Jan a 1990) only a few of them are being 
reproduced below : 

Abbreviations used in the Bquationa 

NCF 
Off GCF 
Off NCF 
Pvt GCF 

= Net capital inflow 
= Official gross capital inflow 
= Official net capital inflow 

Private gross capital inflow 
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GDP, W 
p = 
Ind, w = 
GDP, I = 
BD 
A NDA 

CA/C 
PM 

r 

Pvt~ DA = 

Index of world gross domestic product, 1970=100 
GDP defeator India, 1070-71 = 100~ 
Index of world industrial production, 1970=100 
Index of gross domestic product, India, 1070-71=100 
Budget deficit at current prices 
Annual change in net domestic assets of RBI 
Three month Euro Qo11ar rate 
Currerit account deficit 
Import price index of India, 1970-71=100 
Private development assistance, world~' 

Empirical Results 

NCF 
(money) 

NCF 
(real) 

10.2876 + 
(2.3336) 

+ .3341 r + 10.1530 Ind. Wt_1 (·.5038) (2.3022) 
.6119 A NDA 
(2.8622) a2 = .6627 F = 7.20(3)(11) 

i 2 = .5707 DW • 1.2518 
st.error = a4232 

= -7.6723 +.2229 r 
(-1. 7938) ( .3465) 

+ 7.6493 Ind wt_1 (1. 7877 ) 
+ 

.6574 A NDA 
(3.1694) 

a2 = .6514 F = 6.85 (3)(11) 
i2 = .5563 DW = 1.1145 
St.error = .4106 

Off GCF = .1178 + .328580 + .5917 GDP, Wt-l 
(money) (.0401) (3.5210) (.2026) 

Off GCF 
(real) 

Off NCF 
(money) 

Off NCF 
(real) 

Pvt. GCF 
(money) 

= 

-7.4777 + .0991 ~ 
(-1. 7585) (2.2403) 

~; = .3961 F • 6.56.(2)(20) 
R = .3358 DW = 1.0832 
st. error = .3303 

+ 8.3740 GDP, Wt-l 

(Loi~50 ~ .4210 F • 3.63 (2)(20) 
ii2 = .3051 DW = 1.0329 
St~error = .2359 

-3.8659 + 4.3449 GDP, Wt-l + .4333 CA/C 
(-1.3743) (1.5787). (4.1492) 

a2 = .5873 F = 8.81 (2)(14) 
a2 = .4941 DW =1.1421 
St. error = .2319 

10.8057 +10.8472 GDP,,. W + .0149 ~ 
( 1). (2 4198) t-1 (1;8989) PH 2

•
432 

• · a2 = .3526 F = 5.52(2)(20) 

.1193 + .2122 CA/C 
(1.2346) (2.0928) 

+ 

R2 = .2879 DW = 1.9686 
St.error = .4590 

.5483 r 
(3.9592) 

a2 = .7455 F = 20.30 (2)(20) 
i2 = .7201 DW = 2.0020 
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Pvt.GCP' 
(real) 

Pvt,. NCF 
(money) 

Pvt.NCF 
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c • 0016 + 1.9612 GOP, 
(.0283) (5.4479) 

=' -7.3384+ .7066 B0t_1 (-1.1632) (2.7228) 

= •. 0124 - .0553 BO + 
(.0483) (-.1202)~~1 

St.error = .2459 

1t-1 - • 8491 Pvt • OA 
(-2.5839) PM 

R2 = .9021 F = 92.13 (2) (20) 
ii2 = .8923 ow = 2.5800 
St.error = .1824 

+ 7.4345 Ind,wt_1 (1.2149). 

R2 = .2929 F = 3.93 (2)(1) 
ft2 = .2184 ow= 1.7869 
St.error = .8785 

1.1964 Ind. wt_2 (2.5897) 

R2 = .4348 F 
1!2 = .3742 ow 
St.error = .6653 

7.28(2) (19) 
1.5085 

N.B : (i) Figures in parentheses give t ratios. 
( ii )Excepting Euro dollar rate, all variables i41 terms 

of ratios to trend. 
An important point to note about the estimates is that values of 
12 have consistenly been satisfactory. one equation relating 
to real official gross capital inflow shows presence of 
autocorrelated error while three others fall in the inconclusive 
range. Increase in net domestic assets of the central bank does 
not result in a negative inflow of reserves which would be 
consistent with the monetary theory prediction. In defence it 
can be pointed out that increased current account deficit owing 
to new money creation is not being met by drawing downinternational 
reserves, rather it gives rise to larger external borrowing, and 
that is being indicated by positive coefficient of .6NDA. Inclusion 
of budget deficit whether nominal or real proves to be wise choice 
as the coefficient comes out with desirable sign and statistical 
signi,ficance. Fluctuations in world GOP or industrial production 
with one or two period lags mostly -proves to be a satisfactory 
variable in explaining fluctuations of capital inflows to India. 

Testing of the monetary model in a situation of fixed exchange 
rate and then adjustable peg coupled with imperfect mobility of 
capital necessitated some. changes in the given framework. Being 
unable to explain capital inflows in response to monetary policy 
changes we had to direct attention to the factors governing current 
account position as major part of capital flows arises in response 
to that. What we have actually achieved is that the same variables 
specified for a 'monetary model have been retained but a different 
mechanism has been used to explain the movement· of capital J In 
the process, influence of fluctuations in world economic activity 
established itself as an important variable in explaining 
variability in India's foreign capital inflow. In six out of ten 
equations reported here the world activity coefficient comes ·out 
with significant positive coefficient.. Although India's linkage 
with international capital market -is rather poor, official capital 
flows fluctuate more or less in conformity with variations in world 
activity. 

Next in order to find out there is any linkage between 
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fluctuations in outside capital inflows and domestic investment 
domestic fized investment was disaggregated into public and privat~ 
investment at 1970-71 prices. It was then regressed with respect 
to gross official and private real capital inflow over the period 
1962-63, and 1980-81. The estimated equations are shown below: 

1. GFPI 1.0912 + .2528 
(1.1810) (1.9110) 

(Off GCF) + 
( PH ~-1 

.5781 GOPI 
(.7975) 

2. GFPI 1.3167 + 
{Price) (. 7735) 

3. GFPI = .1344 
( .3828) 

-.9551 cst_2 (-2.6983) 

'R2 = .4870 
F (3) (13) = 4.80 
St.error = .0725 · 
ow = 1.4992 

1.0961 Ind,I - .0450 (Pvt acF) - .4317 CSt_
2 (3.2518) t-1 (-.6770) PH (-1.9313) 

ii2 = .4842 
F (3) (10) = 5.38 
St.error = .0696 
ow = 1.6877 

.5691 Ind, I +.0064 (Pvt GCF) 
(1.6654) t-1(.0985) PH t-2 

+ .2362 RRCO~ 
(2.5610) 

where GFPI1= Gross fixed public investment 
GFPI = Gross fixed private investment 
cs = Capital Stock 
RRCOs= ·Real average return on corporate ordinary shares 
GDPI = Gross domestic products, India 
Ind,I= Index of industrial production, India. 

ln the case of gross fixed public investment offical capital inflow 
is found to exercise significant influence: fluctuations in both 
the variables seem to move in the same direction in a statistically 
meaningful way, current year's investment is carried on the basis 
of aid committed which may be realised next year-this was the 
functional relationship postulated and it came off well. In the 
case of fluctuations in private gross domestic investment however 
dependence on variations in outside capital inflow could not be 
proved. Other traditional demand and supply variables performed 
better compared to external capital movements. 

III 

After examining the responsiveness of . different components 
in India's balance of payments to fluctuations in economic activity 
in the rest of the world, in this final section we would like to 
report the results that were obtained in our effort to relate 
India's internal' inflation rate with the rest of the world. A 
higher inflation rate abroad can affect the domestic economy in 
several ways.· First there is the direct channel through imports. 
If world prices are increasing, a country will have to pay more 
while importing and this sets off an inflationary trend at home. 
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Higher world prices may affect export revenues as well and 
depending upon the share of foreign sector in national income 
aggregate, demand may go up putting pressure upon prices.. If world 
inflation persists for some time anticipation of inflation also 
might affect the current inflation rate in the. country concerned. 
Anticipated higher inflation leads to higher depreciation of 
currency and demand for both commodities and assets might change 
in the process. Thirdly,higher world income might result in higher 
remittances from abroad, expand the foreign component of monetary 
base, increase money Supply and lead to higher inflation rate .. 
It is not that this gives us an exhaustive list of the channels 
through which inflation can be transmitted: on the contrary it 
just gives an idea about the possibl~ sources through which outside 
inflation may affect the internal inflation rate of a given country. 

The model that we applied to analyse India's rate of inflation 
is a simple monetary model combined with at least one transmission 
variable in each equation. The internal variables chosen were 
percentage increase in real GDP with one year lag, p·ercentage 
increase in money supply (M 1 ) with one year lag and actual cost 
of holding cash. An increa:se in real GDP will increase demand 
for real balances which in the face of given money supply can come 
about only through a decline in the price level. So inflation 
rate and real GOP increase was supposed to be associated in the 
inverse way. About money supply it was thought that increase in 
nominal supply of money with demand for real cash balances 
remaining unchanged will be consistent if price level adjusts 
upward. It is true that this effect may not work out instanta
neously. It may require some time before full impact of monetary 
increase can be felt. Since we did not know the exact lag 
structure it would have been advisable to try a distributed lag 
pattern extending upto thr-ee four periods like Mt_1+ Mt-2 + Mt-3 
+Mt-4 , etc. We experimented with Mt, Mt-1 and "t-2 and after that 
coefficients were quite insignificant Finally only Mt and _Mt-1 
were retained. In a standard monetary model the thira internal 
variable chosen is obviously the rate of interest because money 
is assumed to be a substitute for assets. Given the nature of 
the Indian economy we thought that money should better be conceived 
as a substitute for commodities and expected rate of inflation 
immediately suggested itself as a suitable variable. Here 
compromise was made and actual change in inflation rate between 
periods t-1 and t-2 was finally selected. It .·can be termed as 
a price acceleration variable (Harbarger has used that term) 
As inflation rate becomes higher cost of holding cash increases, 
people try to reduce their money · balance creating further 
inflation pressure in the commodity market. Inflation rate and 
price acceleration variable are supposed to move together in the 
same dire·ction. 

Along with these three internal variables, three external 
variables have been chosen to represent the import of inflation 
from outside. These relate to rate of inflation in import prices, 
an import price acceleration variable as defined earlier and change 
in foreign exchange assets of the RBI. 

The present study chose as its dependent variable the rate 
of inflation (1960-61 - 1982-83) rather than the level of prices. 
The dependent variable has been defined in terms of GDP implicit 
deflator, wholesale and consumer -price indices. To measure the 
overall rate of inflation GOP implicit deflator is an obvious 
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choice.. About wholesale prico:e index it can said that since it 
concentrates more on commodities and hence includes a greater 
proportion of tradables it might be very suitable for analysis 
of inflation caused by international forces. Consumer price index 
is much favoured in monetary approach to inflation because change 
in household demand for money affects consumer expenditure and 
through it, the inflation rate. Apart from exploring the mechanism 
of interaction with the outside world of a price index of aggregate 
nature we tried to investigate how this interaction affects 
different components of a general index.. It is true that not all 
components respond in the same way to forces of inflation-- some 
may be more sluggish than others in responding to the same set 
of chosen forces. Supposing that to discuss such differences in 
response pattern should be of interest, inflation rate was 
calculated in regard to wholesale price index and its four 
components as well namely primary articles, food, fuel ,power, light 
and manufactured products~ Inflation rate in consumer price index 
was studied for industrial workers (general and food) agricultural 
labourers (general and food) and urban non-manual employees. The 
empirical results obtained will be ~ublished shortly in a journal. 
Some selected results are being reproduced below. 

Of the three variables tested for bringing in outside 
inflationary impulses into the country, results containing only 
one have been reported here~ F ratios indicate that excepting 
one equation (wholesale price index, food) values of fP are 
satisfactory. Performance of the two internal variables GDP and 
M is however not at all satisfactory, coefficients are mostly 
!~significant and very· often come out with signs which go against 
the prediction of monetary model. The positive coefficient of 
GOP may be explained by the fact that instead of affecting 
transaction demand for money, it primarilY affects demand and 
supply of commodities. Higher real output implies greater demand 
and supply as well and depending upon the relative strength of 
the impact, we get a positive or negative sign. Unsatisfactory 
performance of money supply variable also merit some comment. 
In the monetary framework the basic Walrasian proposition that 
excess supply of money is equivalent to excess demand for 
commodities is very much present~ But in those cases where change 
in money supply has important output effects by bringing into use 
hitherto unutilised resources, relationship between change in money 
supply and inflation rate may not be positive always~ In the 
Indian economlt- where deficit financing is undertaken to keep up 
the tempo of investment a.nd output generation, output effect may 
be quite strong if not stronger than the price effect. 

About transmission of inflationary tendencies from abroad 
it can be said that there is· strong evidence in support of 
transmission through the first channel. Direct price linkage 
emerges as the overwhelmingly dominant mechanism whereby inflation 
is transmitted to India. For one point increase in inflation rate 
in import prices 1 domestic inflation rate on an average goes up 
by lS,the absolute value of the coefficient being dependent on 
the share of traded goods in production and consumption. It may 
also point towards the presence of lags in the price 
interrelationship; an increase in the rest of the world inflation 
rate may require some time before its full impact can be felt on 
domestic inflation rate. 

GIPE, Pune 



... ... 
Dependent Constant GDPt-l Mit Ex-post PMt N 

Variable term ' increase 'increase inflat- ' increase 
tion rate 
between 
t-1 and t-2 

GOP deflator -6.0359 -6.5560 4.6062 .3342 a2 • .4564: 1!2 = .3605 
( -1. 3076) ( .,-1. 8252) (3.7200) (1.8107) F ~ 4.76(3) (17): 

DW = .6435 SEE = .4366 

Wholesale Price 7.4540 -.2721 .0180 .1459 .• 1740 R2 .4800:1!2 .3577 
Index (all commodi- (2.9203) (-7857) (0961) (9188) (2.7391) F = 3.92(4) ( 17): 
ties) DW 2.3369: SEE = 5.5312 
Wholesale Price .0818 -.6929 .6869 .3342 .2320 R2 .5262: !12 s .3908 
Index (fuel, power, (.0918) (-1.0123) (1.6726) (1.0596) (2.4390) F = 3.89(4) ( 14): .. 

3 
light) DW = 1.9973: SEE = .0912 :0 ... 
Wholesale Price -.1971 -.2718 .0029 .7437 • 0831 R2 .4572: a2 .3021 .. ... 
Index (food) (-.3312) (-.4544) (.8941) (2.8581) (.9985) F = 2.95(4) ( 14): 3 

DW = 2al868; SEE .0763 c 
R2 R2 "' Wholesale Price 5.1573 -.2559 .1941 .1919 .1530 = .5610: = 4577 :c ... 

Index (mfg. goods) (2.3441) (-.8573) (1.2017) (1.4016) (2.7953) F = 5.43(4) (17): :0 « DW = 2.3242: SEE 4.7677 "' R2 R2 " CPI for Industrial 6. 2166 -.1787 .4472 .6884 .1576 = .6423: .5681 
workers (general) (2.4985) ( -1.0571) ( 1. 3312) (3.4734) (2.8940) F = 763 (4) ( 17) : 

DW = 1.5704: SEE = 4.7547 
CPI for Industrial 6.2892 -.1798 .4362 .9034 .1487 R2 .6298: R2 .5427 workers (food) = = 

(2.0345) (-.8563) (1.0450) (3.6686)' (2.1974) F = 7.23 (4) (17) 
DW = 1.5569: SEE = 5.9073 

CPI for Agricultural 8.4482 .0024 -.2412 .9729 .1644 R2 = .6956: 1!2 = .5549 
Labourers (1.7009) (.0041) (-.7000) (2.7653) ( 1..7649) F = 6.28 (4) ( 11): 
(general) DW = 1. 7210: SEE = 1. 7428 
CPI for Agricultural 9.6088 -.1303 -.2759 1.0733 .1712 R2 = .6979: i\2 = .588Q 
Labourers (food) ( 1.·7200) (-.1937) (-. 7119) (2.7123) (1.6342) F = 6.35 (4) ( 11): 

DW = 1. 7903: SEE = 8.7089 
CPI for Urban Non- 6.5914 .1318 -.0877 .2910 .1093 R2 .5540: R2 .4351 manual Employees = 

(2.9125) (.5627) (-.5412) (2.0175) (2.4557) F = 4.66 (4) (15) 
DW 1.3833: SEE = 3.7295 



Inter • Relatedness of Stock Markets : 
A Spectral lnvestgation of USA, Japanese, and 
Indian Markets - A Note 
B. S. R. Rao and Umesh Naik 

I. Introduction 

As a recurrent theme in the investigation of the existence 
of internationl · portfolio diversification (Grube!, 1968), several 
studi~s have sought to examine the extent of the inter-temporal 

.relat1onship amongst national stock price indices in an effort 
to discover the degree to which national capital markets are 
integrated (Grariger and Morgenstern, 1970, Hilliard, 1979, Agmon 
1974). 

Further, significant developments in world capital markets 
during the decade of the eighties have contributed to renewed 
interest in this area. The event of October, 1987, in which many 
international markets witnessed virtually simultaneous price 
collapses in sympttietic resonance, and the various measures for 
deregulation of national capital markets which have possibly 
reduced the extent of capital market segmentation have been the 
subject of study by various authors (Gultekin et .al. ( 1989) , 
Furstenberg and Jeon (1989), Eun and Shim (1989). 

It is generally argued that changes in movements in stock 
prices are influenced by flow of market information. One possible 
information source is movements in other stock markets of the world. 
It is also possible that one stock market may be opening while 
another may be closing, so that a lag relationship between stock 
price movements in the two markets through transmission of 
information may perhaps exist. There are others of course who 
contend that stock prices in any two markets do not move together 
as small price fluctuations in one market are not very relevant 
for the other market. 

In general, the earlier pre' 80 stream of studies has 
documented a surprisingly low degree of correlation between various 
national capital markets, leading to the conclusion that the then 
prevailing high level of international capital market segmenta
tion can be .attributed to domestic factors which work to impede 
the international flow of capital across national boundaries. Using 
sepctral methods, Granger and Morgenstern ( 1970), concluded that 
~in almost all cases the price indices on the various markets moved 
lndependently of one another, although this would not be likely 
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to be the case if a world-wide financial crisis occurred or a wa£ 
began". 

Hilliard ( 1979), also used spectral analysis and concluded 
that there did not seem to be a common world-wide financial market 
factor which would induce significant co-movement in national stock 
price indites. In terms of a market model, this implies that there 
is a considerable degree of unsystematic risk in national capital 
markets and virtually no systematic risk, related to a common world
wide factor. Moreover, as a consequence of the low estimates of 
correlations, the question of leads and lags was not deemed to 
be very significant. 

The recent studies by Furstenberg and Jeon {1989}, and Eun 
and Shim (1989) 1 suggest that there is considerable inter-dependence 
amongst international stock markets. These studies also indicate 
that the u.s. market plays an impor:tant role in the international 
transmission of stock market influences. Eun and Shim (1989), 
further conclude that the Japanese stock market acts like a follower 
in international stock markets. Furstenberg and Jeon ( 1989) came 
to the conclusion that international qpital markets have become 
more integrated after the 1987 crash.l ' They S.lso suggest that 
the Japanese market is able to transmit more of an originating 
impulse in its own market to other markets after the· crash, than 
before it. 

The present study uses spectral methods· to examine monthly 
stock indices for Japan, USA and India, for t·he period January 
1971 to December 1988. The findings are that, in general the inter
relationships among the three markets as measured by the coherences 
of the monthly indices are, an average, quite low. Also, contrary 
to the suggestion of Bun and Shim (1989), that Japan acts like 
a follower in international markets, the findings point to the 
possibility that the Japanese market probably acts more like an 
independent factor in relation to the us and Indian stock markets 

II. Methodology -

The approach of the study is essentially atheoretical. cross
spectral analysis ·is used for the three pair-wise sets of data, 
for the Indian, Japanese and American stock markets so that the 
data may be c:haracterised by stylised facts over the period of 
analysis. An alternative approach is to specify and estimate an 
a pr1oz:1 model, calculate the theoretical spectra, and compare 
with the estimated spectra. Whereas such an approach would have 
a stronger theoretical underpinning, it may lead also to a severe 
specification bias. 

Spectral analysis is based on the Cramer Decomposition theorem 
which enables a disc~ete stationary series (Xt), 

t = 0,1,2, ••• , with mean \l to ·be represented as 

·si Xt -1.1. = exp (iwt) dll (w) 

where w = 2 ii f, w is11 anqular frequency, f = cycles/time unit, the 
period is T = 1/f = time units/cycle, dz (w) is an independent 
increment to the stationary process. Conseuqently, any stationary· 
process can be decomposed as a linear sum of an infinite number 
of different sinusoids representing different cycle lengths, and 
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the presence of significant cycles can be detected on the basis 
of the spectral estimate of each sinusoidal component of the time 
series. Usefully, the theorem generalises to multivariate 
stationary processes, and for bivariate processes we can compute 
va:ious statistics which characterise the inter-temporal relation
sh1ps between two stationary time-series. The coherence between 
a pair of series ?-[ various frequency levels yields information 
analogous to the R statistic in regression analysis, at· each 
frequency level. Thus, the coherence statistic measures the 
association between distinct cycles of the same period. The phase 
angle, measures the time displacement between cycles of the aame 
period, whereas the gain statistic is analogous to the· regression 
coefficient in a linear regression of the form. 

Where R (w) is the gain at frequency w, and measures the 
extent of in~uence of the 'independent' frequency variate Yt(w) 
on the corresponding 'dependent.' frequency variate Xt(w). 

III. Data 

The data used in the study are monthly indices of stock prices 
for the Bombay, New York and Tokyo exchanges, for the period January 
1971 to December 1988. The period covered by the data includes 
the episode of the October 1987 world market crash, as well as 
the Indian stock market boom of 1985-86 and 1986-87 and subsequent 
fall in 1987-88. 

It also includes the enactment of the Foreign Exchange and 
Foreign Trade Control taw in 1980 in Japan which eliminated almost 
all capital controls.. .Unfortunately, since the frequency of "data 
is monthly, there are not enough observations on the post '87 period 
to enable differences in behaviour to be detected. This could 
be remedied by the use of weekly or daily data. 

All the series are first differences in the monthly indices 
and constitute a total of 216 observations for the period. It 
may be noted here 'that first differencing the raw data amounts 
to a linear transformation which acts to filter out low frequencies 
and amplify high frequencies. The Indian and Japanese data are 
heavily time-averaged since they are calculated as monthly averages. 
Because this £orm of time-averaging is a kind of smoothing operation 
on the data, it tends to filter out the high frequencies. 

IV .. Measures of Bivariate Relationships 

The spectral estimates of the three individuaal series are 
shown in Figs. 1,2,3. 

The coherence values are calculated over set of 19 frequency 
estimates and ar.e shown in Tables 1 to 6.. As can be seen, the 
pair-wise averag~ coherences are fairly low, and compare with 
similar results obtained by Granger and Morgenstern (1970) and 
Hilliard (1979) • 

The average coherence between the New York and Tokyo exchanges 
is 0.206 (inclusive of zeroth frequency) and 0.182 (excluding the 
zeroth frequency). Thus, the estimates are higher than the Granger 

and Morgenstern (GM) and H~lliard (H) studies but still fairly 
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low. The GM study, using weekly data on ten national stock markets 
for the period August 9, 1961 to September 2, 1964, found that 
the pair-wise coherences do not exceed 0. 29, which is the highest 
average coherence statistic reported, between Newyork and Amsterdam. 
The average coherence between Sydney and Tokyo reported by GM is 
0.10. The Hilliard study using daily data for the period July 
7, 1973 to April 30, 1974 1 which included the OPEC oil embargo, 
for ten stock exchanges reported a maximum average coherence of 
0.433 between New York and Toronto, and a lowest average coherence 
of 0.056 between Sydney and Tokyo, which is lower than the value 
reported by GM. The average coherence between New York and Tokyo 
reported by Hilliard is 0.105. The peak coh.erence between New 
Newyork and Tokyo reported by Hilliard is 0.35. The p~ak coherence 
in the present analysis (excluding the zeroth frequency) is 0.48 
at a frequency of 0.36 or 2.78 months. 

The average coherence (including zeroth frequency) for India 
and USA is 0.177 and 0.161 (excluding zeroth frequency) which is 
lower than the corresponding average coherence between USA and 
Japan. This result is, of course, not surprising. However, the 
peak coherence is 0.58 at a frequency of 0.25 (4 months). That 
is, the association between the us and Indian markets is stronger 
at an individual frequency (0.25), a frequency which is lower than 
the frequency (0.36) for the peak coherence between the USA and 
Japanese markets. This also suggests that the transmission of 
impulses between USA and India is slower than that between USA 
and Japan. Further, for USA and India, the next important frequency 
is 0.11 (9 months) with a coherence value of 0.48, whereas for 
USA and Japan the frequencies next in order of importance ar~ 0.30 
(3.3 months) with coherence 0.41, 0.03 (3.3 months) and 0.44 (2.27 
months) with coherence 0.36 and 0.33 {3.03 months) with coherence 
0.35. This pattern with many frequencies having an equal importance 
in- terms of the coherence value may perhaps result from more 
complicated feedback structure 1:-etween the lapaneae: ;s.r.d us markets 
whLcn bears further investigation. 

The relationship between the Japanese and Indian markets is 
poor, as expected, and has an average coherence of 0.107 {including 
zeroth frequency) and 0.101 (excluding zeroth frequency). The 
peak coherence value is 0.30 at a frequency of 0.11 (9 months). 
The low coherences, and the insignificance of high frequency 
coherences reflect the institutional fact that both the Indian 
and Japanese markets have been characterised by heavy controls 
throughout the seventies, and have been relaxed only in the eighties 
in case of Japan and marginally only in case of India. Any 
relationship will therefore be likely to be formed only at a low 
frequency. 

The gains estimates have been used to suggest which markets 
should be considered as 'independent' in a bivariate relationship. 
For the USA and Japan series set, it appears that Japan should 
be considered as • independent' as the gain estimates are 
consistently greater when Japan rather than USA is made the 
'independent' series, at all frequencies except 0.16 (6.25 months) 
and 0.19 (5.26 months). This may seem to go against the nation 
that Japan is a follower in international stock markets ( Eun and 
Shim 1989). 

For the USA and Indian series set, it appears more reasonable 
to consider USA as the 'independent' series as the gains estimates 
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suggest because the frequencies for which the gains estimates 
sugge~t India should be considered 'independent' have insignificant 
coherences. For the Japan and India series set, the gain estimates 
suggest Japan should be an 'independent' series. Thus, the three 
bivariate sets of gains estimates suggest the following 'causal' 
structure for the inter-temporal relationships between the national 
capital mark~ts studied here. 

USA 

J, 
India 

>Japan 

In the above figure, the direction of the arrow points out the 
direction of influence, and shows that USA influences the Indian 
market independently, but also amplifies disturbances from the 
Japanese market. This conclusion seems consistent with studies 
like Bun and Shim (1989) and Furstenberg and Jeon. (1989) which 
accord similar status to OSA both as an originator and amplifier 
of di"Sturbances. What is perhaps at variance from such studies, 
and bears further investigation, is that it appears to be the case 
that it is the Japanese market which influences the American market, 
and not vice-versa, over a period of several months, the quickest 
detectable influence being two months. 

GIPB, Pune 
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TABLB ' 1 

INDIA - U.S.A. 

FREQUENCY COHERENCE PHASE GAIN 

.00 .48 .41 .53 
.03 .22 -.48 .49 
.OS .13 -.16 .51 
.08 .11 .46 .50 
.11 .48 -.24 .73 
.14 .12 .51 .40 
.16 .21 -.70 .41 
.19 .02 1.38 .17 
.22 .24 1.48 .65 
.25 .58 -.33 .82 
.27 .03 .48 .19 
.30 .29 1.29 .59 
.33 .01 -1.39 .09 
.36 .04 .00 .14 
.38 .08 .28 .23 
.41 .01 -.94 .10 
.44 .02 -.86 .13 
.46 .23 .84 .38 
.50 .07 .59 .19 

TABLB : 2 

0 .S .A. - INDIA 

FREQUENCY COHERENCE PHASE GAIN 

.00 .48 -.41 .90 
.03 .22 .48 44 
.05, .13 .16 .26 
.08 .11 -.46 .23 
.11 .48 .24 .65 
.14 .12 -.15 .30 
.16 .21 .70 .52 
.19 .02 -1.38 .09 
.22 .24 -1.48 .38 
.25 .58 .33 .71 
.27 .03 -.48 .17 
.30 .29 -1.29 .50 
.33 .01 1.39 .08 
.36 .04 .00 .28 
.38 .08 -.28 .37 
.41 ;01 .94 .14 
.44 .02 .86 .18 
.46 .23 -.84 .60 
.50 .07 -.59 .34 
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TABLE : 3 

u.s.A. - JAPAN 

FREQUENCY COHERENCE PHASE GAIN 

.00 .64 -.05 1.83 
.03 .36 .25 1.25 
.05 .15 .14 .78 
.08 .07 .10 .47 
.11 .18 .37 .47 
.14 .14 1.05 .39 
.16 .14 -.82 .25 
.19 .24 -.27 .35 
.22 .16 -1.39 .67 
.25 .07 -1.19 .32 
.27 .02 .37 .15 
.30 .41 .14 .96 
.33 .35 .28 .79 
.36 .48 -.63 1.14 
,38 .04 .82· .28 
.41 .01 .94 .13 
.44 .36 .48' .82 
.46 .08 -1.53 .33 
.so .01 -.59 .09 

TABLE : 4 

JAPAN - U.S.A. 

FREQUENCY COHERENCE PRASE GAIN 

.oo .64 .05 .35 
.03 .36 -.25 .29 
.05 .15 -.14 .20 
.08 07 -.10 .15 
.11 .18 -.37 .38 
.14 .14 -1.05 .36 
.16 .14 .82 .54 
.19 .24 .27 .66 
.22 .16 1.39 .23 
.25 .07 1.19 .23 
.27 .02 -.37 .14 
.30 .41 -.14 .43 
.33 .35 -.28 .44 
.36 .48 .63 .42 
.38 .04 -.82 .16 
.41 ,.01 -.94 .08 
.44 .36 -.48 .44 
.46 .OB 1.53 .24 
.so .01 .59 .07 
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TABLE : 5 

INDIA - JAPAN 

FREQUENCY COHERENCE PHASE GAIN 

.00 .15 1.20 .67 
.03 .21 .31 1.01 
.05 .26 -.05 1.42 
.08 .00 66 .02 
.11 .30 .46 .65 
.14 .06 .38 .30 
.16 .13 1.16 .22 
.19 .06 -.60 .-25 
.22 .22 .42 1.04 
.25 .03 -1.03 .20 
.27 .00 1.10 .04 
.30 .11 .86 .55 
.33 .10 1.07 .46 
.36 .04 -.13 .25 
.38 .12 .20. .36 
.41 .07 -.69 .28 
.44 .07 -.30 .30 
.46 .05 -1.00 .21 
.50 .09 -.28 .25 

TABLE : 6 

JAPAN - INDIA 

FREQUENCY COHERENCE PHASE GAIN 

.00 .15 -1.20 .22 

.03 .21 -.31 .21 

.05 .26 .05 .18 

.08 .oo -.66 .00 

.11 .30 -.46 .46 

.14 .06 -.39 .21 

.16 .13 -1.16 58 

.• 19 .06 .60 .25 

.22 .22 -.42 .21 

.25 .03 1.03 .13 

.27 .• 00 -1.10 .04 

.30 .11 -.86 .21 

.33 .10 -1.07 .22 

.36 .04 .13 .18 

.38 .12 -.20 .33 

.41 • 07 .69 . .26 

.44 07 .30 .22 

.46 .05 1.00 .25 

.50 .09 .28 .37 
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Footnote : 

1. We may recount certain facts here. On Monday, 19th October, 
1987 (commonly referred to as "Black Mondy"}, there was a 
very sharp decline in share prices on the Wall Street. 
Specifically, the Dow-Jon.es average of 30 blue chip industrial 
stocks, a barometer of the New York Stock Market conditions, 
fell by 508 points, the single steepest decline of the index 
on any single day in absolute terms. This wall Street plunge 
exceeded even the 1929 stock market crash. The loss in share 
value on 19th October which was over 22.5 per cent was the 
worst percentage loss for the Dow-Jones since 24 per cent fall 
registered on 12th December 1914.. Moreover, the volume of 
trading on the New York Stock Exchange was a record, with 
604 million shares changing hands on that eventful day. 

The New York market collapse had spread rapidly to other major 
markets around the globe - Tokyo, London, Sydney, Hong Kong 
and Frankfurt Exchanges. The share prices on world's largest 
stock exchange, Tokyo exchange, nosedived wiping out about 
15 per cent of investors' portfolio values. The loss in stock 
values on Sydney market was a whopping 25 per cent while it 
was nearly 11 per cent on the London Exchange. 

The Indian stock markets, however, were not perceptibly 
affected because of their insulation from the global markets, 
what with th~ foreign exchange and stock market regulations. 
From a level of 212.4 on October 10, 1987, the RBI Index of 
Ordinary shares prices (with base 1980-81 100) declined 
marginally to 211.1 on 17th and further to 211.1 on 17th 
October, 1987. 
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East Europe's Reforms and Developing Countries' 
Trade Prospects : A Medium Term Perspective 
R. G. Nambiar, Rajesh Mehta and G. A. Tadas 

1. Introduction 

After years of grim dullness, th~ European polity is producing 
so many sensations totally unpredictable developments - that 
it is hard to pick the biggest. Who would have thought , for 
instance, death of communism in the Eastern block and rebirth of 
democracy 7 Who would have thought that Soviet empire in the East? 
Who would have thought that Soviet Union and its Warsaw pact -
cousins would begin their journey to a common European home? Who 
would have thought that the great communist countries like the 
Soviet Union would uphold the sanctity of market? And yet, we 
are curious witnesses to spectacle of developments happening in 
the central and eastern Europe at break-neck-speed - Tearing 'the 
East-west division and the post-1945 order of political stability. 

While no one could fail to welcome the happenings in Europe, 
there is increasing concern in the developing world ·from the 
erosion of polarisation. They perceive three kinds of dangers 
from the altered geopolitics. First, the air is already thick 
with the feeling that this wi.ll affect the developmental aid 
flowing to the poor in Africa, Asia and Latin America, because 
the size of pie has not increased, but the number of claimants 
for a slice has, if the countries of the East are added; and given 
the fact that the latter has thrown off its communist yoke, and 
given the close religious and ethnic ties between East and Wast, 
economic aid to the former will be politically more popular than 
aid to the developing countries of the South. In all probably, 
South would then be only at the margin with the usual, though not 
the neceSsary, "take it or leave it" attitude. Second, there 
remains the twin issues of indebtedness and investment. Much of 
the capital and technology, which might have been transferred to 
the South, will now be slipping through to the East. Third, it 
will hurt South's trade opportunities, especially of the countries 
of Asia, because the latter has gained some comparative advantage 
in the very sectors where East has gained - machinery and transport 
equipment, textile~, manufactured goods, to name a few. 

Despite the clear indications provided, nc study has yet 
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drafted a systematic analysis of the potential threat I th 
pages t~at follow ~e make a modest beginning. However,· it s"houl3 
be ment~oned that 1t has not been possible for the present writers 
to study all the three issues raised at the beginning in equal 

. depth, because a ~ull investigation of all these would be beyond 
~he scope of a s1n~le paper. What we propose to do therefore, 
lS look carefully 1nto the implications of the new realignment 
in Europ~ from the perspective of South 1 s trade - whether the 
changes 1n the !;:astern horizon will hurt South's trade 
opportunities. 

Presumably thinking that we are right in. this political 
speculation, it seems to us that there are two sets of questions 
that the readers might .reasonably ask: First, what is happening 
in the East block, and why are things as they are ? and second, 
why should the changes in the East hurt more the south than the 
North ? These questions are intimately interrelated~ nevertheless 
it may be useful to address them sequentially. 

2. What is Happening in the Rast Block ? 

Reflecting on the development in the East block which led 
to the collapse of communist rule,. one is provoked with three 
questions~ Why did things come to such a pass ? Where do they stand 
~n their ~esurrection business ? and what the West is doing towards 
1ts Eastern neighbours ? Such broad questions can, no doubt be 
treated briefly and incompletely, but at least it may help to 
organise our discussion. 

How did things come to such a pass? 

A major factor that is bel1eved to· have worked strongly is 
the economic stagnation throughout the Eastern block, and the 
falling living standards. For instances, Czechoslovakia, after 
doing rather well in income per head by comparison with both France 
and Austria in the 1950's, is believed to have fallen in the 1960Js 
and further down in the 70's and 80's. Similarly, the gap between 
East Germany 1 s income per head, and that of West Germany seems 
to have been more or less constant until 1970's, but the gap has 
since then continued to widen. Both Romania and Bulgaria, when 
compared with Spain and Greece, the two relatively poor capitalist 
countries turn out to have lost ground for the latter. The obvious 
fact appears to be that the centrally planned economies of the 
East did tolerably well in· the first decade at the communist rule 
- probably when they were shifting the surplus labour from land 
to a few easily organisable industries~ but since then, economic 
progress in the region has been less than spectacular 1 especially 
when the test came to improve labour productivity, absorb new 
techniques 1 make a wider range of products, and even make them 
better. The great bOrrowing of money from the West was an attempt 
to arrest the continuing deceleration. But it failed, und things 
got worst, with a mounting debt burden, which cost countries like 
Poland and Hungary nearly 50 per cent of their hard currency 
earnings, deterioration in their terms of t.rade with the Soviet 
Union, and the ability to obtain imports from the west due to 
constraints in expanding exports, everything appeared to· be on 'the 
brink of disaster - they are in a deep structural crisis. There 
have been other problems too. For instance, fulfilment of targets 
in the farm sector has tended to lag behind in most centrally 
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planned economies; thus causing serious difficulties in the supply 
of essential items like food. Again, the introduction of advanced 
technology ·in consumer goods industries was purposely held back, 
probably because the planners stuck rigidly to the social welfare 
function introduced in the immediate post-war years. But with 
changing incomes and changing social compositions, the texture 
of needs too tended to change in the planned economies: and in 
the wake of a consumerist culture, the discontent started breeding. 

The immense psychological impact of this growing discontent 
is difficult to estimate. It led to a feeling that their position 
is hopeless: that they have been beaten not only by their Western 
neighbours, but also by the new economic miracle makers like south 
Korea and Taiwan: and to catch up with them, there should be a 
crossing over to the efficiency of free-market. This tide of 
dissatisfaction - euphoria over gaining· the • freedom of choice• 

became widespread especially after the Gorbachev revolution. 
The unprecedented 'flare up• in the winter· of 1989 - country after 
country presenting a picture of carnival shading off into near 
chaos - culminated finally in the overthrow of the communist rule, 
and the beginning of new ]ourn·ey towards restoration of political 
and economic democracy. 

Where do they stand in the resurrection business ? 

While 1989 has been a year of miracles, the forthcoming years 
are likely to be less brilliant, more difficult and confused. 
There are a host of problems to be solved, if they have to succeed. 
Prices are distorted, inflation rates - are very high, and no less 
challenge is the process of reversing back from totalitarianism 
to capitaist democracy·. A thorny question here is : should a 
reforming communist country concentrate first on political or 
economic reform 1 Most people seem to believe that economic 
pluralism inevitably leads to political pluralism - people free 
to choose how to run factories and farms, will insist on choosing 
their governments too. Nearly all of them have therefore, begun 
with economic reforms : and all have also set times for an election. 
Hurigary, for instance, goes to polls in March: Romania has set 
April: East Germany has fixed it for May and Bulgaria for June. 
Only· Poland seems to have stuck in an agreement to preserve 
Solidarity - Communist :- Peasant - Democrat coalition for a four 
year term. 

Here is an account of where the main countries stand in their 
resurrection business. 

1) Reviving the Pzivate Sector 

Poland has been doing the best here. Already there is a law 
in her statute book promising equal treatment to private companies 
along with state enterprises: and in principle can employ as many 
public as they like. Hungary too has enacted a similar law 
permitting private enterprises. Czechoslovakia allows only family 
business. In soviet Russia, a law was passed in' 1988 permitting 
the establishment of co-operatives outside the agricultural sector 
and about 20,000 manufacturing enterprises were transferred to 
a system of self financing. The intention is that the enterprises 
should not only make profits, but also finance their own investment 
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ii) Opening up the Public Sector : 

For the economic survival, it has been felt essential in 
nearly .all th~se . countries to break up huge inefficient public 
secto~ 1ndustr1es 1nto smaller units, and make them compete. Poland 
for 1nstance, has created several hundred enterprises out of a 
relative handful of old conglomerates. Hungary has been following 
the same, but at a slower pace. Czechoslovakia is still cautious. 

111) Price Retorm : 

No real competition is possible between companies - private 
or public - until most of the prices of what they buy and sell 
are set by the market. Here the prospects are seen to be better 
In Poland, they say that 90%: of all their country's prices should 
be free by 1993. The Hungarians claim that they have liberated 
nine tenths of their producer pri"ces.. The Czechs say that they 
will move from the present 10\ of their free prices to J 80-85\ 
by 1995.. Yugoslavia has already something close to a free market 
system.. In Soviet Russia 1 about 60\ of the wholesale trade is 
to be freed over the next few years. 

iv) Honey Harket 

While they wrestle with prices, subsidies and inflation, the 
reformers have to create a more flexible banking system, which, 
lends money to firms. Both the Hungarians and Poland have already 
broken up their old banking system. In law, their central banks 
are now confined to a central bank 1 s proper job: and the lending 
functions have been transferred to several commercial banks that 
can compete with each other, and even decide for themselves what 
interest rates to charge on the money they lend. Both Yugoslavia 
and czechoslovakia plan to introduce a similar reform later this 
year. 

v) Western Investment and Technology : 

one possible stimulus to the growth of East European Economies 
is to bring in western help.. But vast flows of credit from the 
West, like that of the 1970s 1 are unlikely to work.. Nearly all 

·of these countries would like to promote joint ventures. The 
Hungarians have so far been the most energetic on this. The 
Western partners can now buy up to 100\ of a Hungarian company 1 

send his money home, and get some handsome tax break. Similarly 
there have been moves towards acquiring Western technology with 
a view to restructuring production to make it internationally 
competitive. 

vi) Foreign Trade 

Efforts are on the way to end the state monopoly of foreign 
trade.. Enterprises may now ne~otiate di.rectly with foreign 
suppliers and customers. The d1sintegrat1on C?f COMECON - the 
Soviet common market - is also on the way. In 1ts recent Meeting, 
the group has decided to move to a market based trading system. 

These six things are the skeleton on which the flesh of a 
market economy might eventually grow. ,They of course, do not 
include other normal issue'! of economic management 1 above all 
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inflation. Inflation is abnormal in all these countries in the 
sense that the system has allowed an extraordinary amount of 
inflationary pressure to build up: but it will have to be brought 
under control by the methods so painfully familiar elsewhere. 

What the Nest is Doing ? 

Swept under the alluring carpet of liberal reforms, the East
West relations have already thickened. The west •s spokesman have 
called for an elaborate strategy to help the economic recovery of 
the East. 

America • s imaginative Ambassador to Hungary, Mr .Mark Palmer, 
writes in his book, "between the extremes of passivity and force 
there is an extraordinary terrain, and the thrust of western 
policies should be to build so many links - between governments, 
parties, businesses, churches, environmentalists, students - that 
East West borders become swamped". This requires, he adds, "an 
explosion of effort from every element of western society~. 

A powerful actor in mending the East West divide is the 
European Economic Community {ECC). The Community, already in the 
process of welding itself into a single market of some 320 million 
people, wants to embrac& as many as possible of the 140 million 
people of the East, partly to increase its own power in the region 
and partly in the hope that a united Europe would have major 
political significance. stalking across this wild imagination, 
the Community is in ·a hurry to help the East • s resurrection 
business; and is seen to think in terms of giving better access 
to East's products in the West • s markets, making it easier for 
Western firms to invest in the East, encouraging joint ventures, 
collaborating in scientific ' research, and helping to train East 1 s 
m"anagers in the west to run factories. Already, it has promised 
in its trade treaties, with Hungary and Poland, to end all quotas 
on manufactured imports into the community by 1995. Also there 
is evidence that the Community would reward East Europeans who 
are trying to be more capitalists and democrats with more 
attractive treaties than their retrograde neighbours. For instance, 
in the agreement with Poland, the Community has broken further 
ground by lowering down customs duties on Polish farin exports. 
Promises of. more attractive agreements with Hungary and Romania 
are also there. In short, the Community offers to extend trade 
pacts to East - Europe with alacrity. 

3. Why should Bast's Changes Burt South's ? 

Suppose things go as well in the next three or four years. 
Both Poland and Hungary, already ahead in reforms, move over to 
democracy more or less smoothly._ Czechoslovakia and Romania follow 
them. Yugosloavia is already close to a market economy. Bulgaria 
does whatever Russia does; and the latter might have looseried its 
grip over 70 per cent of the economy. Albania remains a blur in 
the corner of everybody's eye. By 1993, even on a fairly cautious 
estimates, the destabilization iil Europe will be considerable 
the old order of post-1945 stability will have been broken at 
the heart of the region. 
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. ~or the _sake _of arg.ument, one can also perceive that 
pol1t1cal cons1derat1ons Wlll be upper most in the West's attitude 
towards the East's i.e., West's Eastern neighbours could get more 
favourable treatment than producers elsewhere. It seems then most 
likely that the EC will grant Generalised System of Preferences 
(GSP) to a wide variety of East European goods in order to soften 
the impact of the Community's common external tariff as well as 
abolishing quant.itative restrictions on imports. This could mean 
sigr:aificant access for East .European products ranging from 
agr1cultural products to text1les, and manufactures in West's 
markets. on similar grounds, one can expect European Free Trade 
Area (EFTA l to provide wider access to East • s products. Given 
this endless web of temptations, one can expect the East to 
"spread out" its trade, and the COMECON - another pillar of post
war co-operation disintegrates. The questions before us are : 
How the proposed changes might affect the south's trade 7 An effort 
has been made in the remainder of this paper to place this 
perspective. 

From the perspective of this analysis, some examination of 
the structure and pattern of East's trade should be a necessary 
preliminary to more detailed study. As a first step, we look 
therefore, at the structure and pattern of East's trade in a. 
comparative framework, where comparisons are made with the trade 
structures of both the South and North. The raison d'etre is to 
go beyond the trade structures, delineate the broad changes that 
have taken place over the past couple of years, and look carefully 
the emerging competetiveness of complimentarity without which one 
will be poorly equipped to predict the implications of the on-going 
reforms. 

Structure and Pattern : 

"Logically, the first proposition to be investigated is " What 
is the significance of East's trade in the global context and 
whether there are striking changes in its relative position over 
th.e past couple of years. To know this, we co-ordinated data 
relating to distributive shares in the world trade under the 
tradi tiona! three-fold grouping of countries - developed market 
economies of the North, developing countries of the South' and 
the centrally planned economies of the East - for the period 1970 
to 1980. The received trends for both exports and imports are 
displayed in Figure lA and lB. The graphs reveal an extremely 
inequitable distribution of the world trade. At one extreme, we 
have the North with an overwhelming share in world trade. To the 
other· extreme lie the East with a slender margin, as low as 10 
per cent in the '9lobal trade. Between the tw~ titters the South 
with some ups and downs in its fortunes vary1ng between 20· and 
30 per cent share in the world trade. 

Is there something qualitatively different about East•s trade 
- say about its trading ties as compared to trade flows of the 

'South and North ? To gauge this, we present in . Table 1 the 
distruibution of each regions' exports between 1ntra and inter
regional destinations. The data applied to 1990, 1985 and 1~87 • 
Reading across the rows, and down the c::olumns, ~he table g1ves 
an insight into the important aspects of 1ntra-reg1onal and inter
regional trading ties. The table discloses, for instance , that 



132 R. G. NAMBIAR, RAJESH MEHTA, G. A. TADAS 

a significant proportion, of East's trade is within the region~ 
The share was 51 per cent in 1980, and climbed to 58 per cent in 
1987. compensating trade, especially in the trade with North, 
where the latter's share in the former's exports dropped from 31 
to 21 per cent. Contrastingly, South has very weak trading ties 
with the own region. Much of its ties are with the North. For 
instances, in 1987, North's share alone in South's exports was 
66 per cent. South as a whole has also weak trading ties with 
the East~ the former's share in the latter's market was less than 
5 per cent. Like the East, the North has again strong trading 
ties with the own region. Almost 80 per cent of North's exports 
in 1987 found way to its own region; and of the remainder, roughly 
80 per cent went to South, with East remaining only at the margin. 

The years 1980, 1985 and 1987 in the preceding analysis were 
selected for reasons of statistical convenience, and not to 
represent any historical watershed. · However, if one wants to know 
whether the reforms following the Gorbachev revolution had any 
perceived effects upon this trade pattern, it would be 
intelligible to update this data to a year of latest vintage. 
To bring this precision in our analysis we updated the data to 
1988 and the trends in both intra-East trade and East-South trade 
are displayed in Figures 2A and _28. A revealing indication from 
the two figures is the oblique indication of a relative decline 
in intra-trade and also in East-South trade beginning from mid
eighties. What one might infer from this is that the East as a 
group are already in the process of redirecting their tr~de. 

Two major questions in this connection are : Which 
commodities presently undergoi·ng {or not undergoing) 
redirection ? Have all the countries of the Ea"st partaken 
change? we take next these questions sequentially. 

are the 
this 

in this 

In Tables 2.1 to 2.10 we- have displayed the commodity 
composition of exports originating from each region and flowing 
to different destinations under ten commodity headings. The tables 
reveal that intra-East trade is mainly concentrated in four 
commodity groups viz., machinery and transport equipment, 
manufactured goods, mineral fuels, and textiles. For machinery 
and transport equipment, the proportion is as high as 70 per cent. 
In textile also more than half of East's exports are dest'ined to 
own region: and of late, this proportion has been rising. The 
same story can be repeated for both mineral fules and manufactured 
goods. At the other end are the non-ferrous metals, iron and steel, 
and chemicals in the manufactures, and agricultural raw materials 
and food items in the primary commodities. Most of these products 
show declining trends in intra-trade and rising trends in inter
regional trade: the notable decrease was noticed in the case 
of non-ferrous metals and iron and steel. The category of 
fertilisers and crude minerals also witnessed a drastic fall in 
intra-East trade, though the proportion traded internally was 
still a little more than SO per cent in 1987. Now if we try to 
compare this pattern of "the East with the revealed patterns of 
South, one could draw two casual observations : 

i) East appears to be pushing down the south's trade not 
only in the markets of North, but also in south's own markets. 
Signs of this happening can be seen from the experiences in 
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commodities like iron and steel and non-ferrous metals. In the 
former, East's export share in the South increased from 13 to 24 
per cent between 1980 and 1986, while south's share in its own 
market declined from 49 to 36 per cent. In the latter case south's 
share in North.' s market dropped from 77 to 69 per cent, and that 
of the East cl1mbed from SO to 66 per cent. 

In machinery and transport equipment, and textiles also 
East's share in the South increased, while intra-south trade in 
these products tended to decline. 

ii) Any futher redirection of East's trade will be at the 
cost of disturbing her intra-trade which is predominated by textile 
machinery and transport equipment, mineral fules and manufactured 
goods. The continuing influx of these exports from the East is 
likely to cut South's opportunities further because these are the 
items in which south has gained comparative advantage in the recent 
years • 

. It is idle to pretend that all the countries of the East have 
partaken in this change. The countrywise experiences, displayed 
in Figures 3.1 to 3.7 tell a different story. The experiences 
of Hungary, Poland, and to some extent soviet Russia are seen to 
be quite different from the rest. All the three indicate trends 
of diversion of trade from intra to inter regional destinations 
after 1986. Hungary, for instance, is seen sending only declining 
proportion of its exports to other countries of the East after 
1986. For Poland, it dates from the early SO's: and for Soviet 
Russia, it starts from 1986. on the other hand, Romania, East 
Germany, Bulgaria and czechoslovakia have been sending an 
increasing proportion of their exports to the region. East Germany 
sells 80 per cent of her exports to other countries of the East. 
For Bulgaria and Czechoslovakia, this proportion is again as high 
as 75 to 80 per cent. 

The countrywise picture educates us in another way - it sheds 
light on the intensity of each country's trade with the South. 
The general picture emerging from the figures is an overall decline 
in their trade with south. There are, of course, some notable 
differences Poland, for instance, has been receiving a steady flow 
of imports from the South. One can recite almost the same story 
for Soviet Russia. East Germany provides a different experience 
- South's share ·in both exports and imports has remained without 
any major'change. 

Before concluding this general review of the structure and 
pattern of East's trade, twofurther points will be briefly touched 
upon. The first is" about the historical trends in their foreign 
trade - exports and imports. This is illustrated in Table 3 which 
giv.es the annual growth rate in the value of their aggregate export 
and imports for individual countries of the East as well as for 
all the three regions separately. What can be seen is the relative 
slow down in the SO's as compared ~o the 70's; all the countries 
of the East accelerated their trade during the seventies and slowed 
down the pace in the eighties. 

The second point concerns the distribution of East-South 
trade across different geographical regions of the south· Africa, 
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Latin America, Asia and Europe.. Table 4 gives these details. 
The gross impression conveyed by the table is that the Asia region 
constitutes the single largest market for the East in the south, 
if one takes out Cuba, a communist country from Latin America. 

To encapsulate the discussion, we have so far established the 
broad structural changes which have taken place in the foreign 
trade of the East European Countries during the recent past. What 
has emerged unmistakenly is the picture of a relative shift in 
the pattern of their trade - from intra to inter regional beginning 
from mid-eighties, a period when major economic reforms started 
in the region. Of course, it cannot be conclusively determined 
how the reforms have already worked in practice to affect thetrade 
but from oblique indication of relative shift after 1987, one can 
roughly conclude that a change has occurred in the particular 
economic relations. 

Presumably assuming that we are right in our speculations, 
we can predict that with the present transformation in the East, 
this shift is likely to gather further momentum. The development 
in the next twelve months would indicate when this phase would 
arrive: and then one can witness the curious spectacle of East 
grouping for markets abroad. This brings us to the final phase 
of our enquiry, namely the potential disposition of the South by 
the East. ~o form some Clear expectation on this, we need a prior 
information on (a) which are the kinds of products that will be 
facing competition from the East (b) who will be its potential 
competitor in these products and (c) which is the potential market 
where it will be seeking to expand exportS. 

Regarding the first, there are already someclear expectations. 
With the progressive disintegration in COMECON, the intra-trade 
will be the prime target to get affected. From our discussion 
on the pattern of their intra-trade, it was discovered that this 
trade is mainly concentrated in four product groups - textile, 
manufactured goods, machinery and transport· equipment, and mineral 
fuels. It is obvious then that these are the products categories 
which will be flowing from the region to markets abroad. 

As far as the second and third questions are concerned there 
are reasons to believe that South will be marginalised in the 
process of finding outside market for the intra-East Europe exports 
The export structures of both intra-East and South seem to be more 
convergent than the structures between intra-East and North. one 
simple way to test this proposition is to work out similarities/ 
dissimilarities between the export structure of intra-East vis
a-vis South and North. we use chi-square statistic to test the 
homogeneity of two distributions; here, between the structure 
of intra-East exports {by products} and the structures of other 
combinations of intra and inter regional · export flows. The 
estimates for these different sets are arrayed in Table 5. Though 
the statistical of significance do not clearly confirm our hunch, 
there is a tendency for export structures becoming more similar 
over the years in the case of intra-East and the South, while in 
the case of intra-East and the North dissimilarity is growing. 

A highlight of the result is that for both 1980 and 1986, 
export flows from East to south were as similar as the flows within 
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l:he East. On the other hand, intra-East trade was not similar 
to that of either East-North or East-EEC. The corolla~:y of this 
could be that East Europe may try to increase its exports to the 
South if its intra-trade would have to find the outside market. 
supposing South becomes the target - market for the East, it is 
the south - south trade which will be adversely affected, and not 
the flows from the North to the South. The chi-square estimates 
presented in the table bring out that the export structures of 
intra-East flows and intra-South flows tended to become more 
competitive over the years, while that of intra-East and North 
South grew more dissimilar. It then appears that south-south 
trade is going to face more hurdles in the coming years than before. 

South, however, can not become a sole market for the East 
in view of the fact that the latter would have to depend on the 
North as well for technology and hard currency earnings. In that 
case again, south would have to compete with the East in the 
Northern market. The export structure of intra-East flows turned 
out to be more competitive over the years to the export flows from 
South to North, while the intra-North trade flows and intra-East 
flows tended to grow more dissimilar. 

Going by .these tentative estimates, the tendencies are thus 
towards more of a competition between East Europe and South, rather 
than between East and North. South may stand to lose both in its 
own market and in the market of the North. 

4. conclusion : 

Countries of the poor and developing South have been hQping 
against hope that the 1990's would not turn out, like that of the 
1980's, to be a lost .decade. But, viewed against the backdrop 
of changes in the geopolit·ical environment in the past couple o~ 
months, they can no longer afford to draw comfort. Tittering 
already on slender margin of life, they can expect to encounter 
further problems in expanding their trade. In the own. region, 
the continuing influx of exports from the East - block Wlll pose 
a threat-. They will encounter problems to penetrate the preferred 
markets of Europe after the integration there. Across the Atlantic 
the supposedly greatest champion of free trade _is usin51 its muscl!s 
to bulldoze the poor developing countries of Asla, Afr1ca and La~1n 
America in the international trading arena. On the top of th1s, 
it is also embarking on a free trade agreement with Canada which 
will be one day another fortress. And, in a tussle between the 
two fortresses, the developing world would be brought to its knees 
as a supplicant for·petty favoUrs. 

Sardar Patel Institute of Economics 
and Social Research, Ahmedabad, 
and 
Research and -infor.ation sYste• for Ron-aligned and Other 
Developing Countries, Rev Delhi_._ 
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Figure l.A 
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Figure 3 .. 7 
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Table 1 world Bxporta by Regions ( ' share in exports to world ) 

Ori9in/ YEAR DVD DVG EAST soc •. USSR EEC USA JAPAN 

Destin. EUROPE ASIA ~ 
EAST EUROPE 1980 30.71314 14.85726 50.70205 2.699270 17.36700 17.92916 1.130121 1.130121 ~ 

1985 24.53367 17.73037 53.20971 3.678947 19.03760 15.80698 0.979697 0.849813 I 1987 21.47361 11.92549 58.11958 3.941950 20.35795 14.29604 0.857264 9.349798 

I DBVBLOPED 1980 70.93564 23.27859 3.698384 1.154455 1.925283 40.37620 9.653631 3.188995 

COUNTRIES 1985 73 .• 98734 20.25400 2.662809 1.971591 1.646545 37.16424 16.96352 3.455061 
~ 1987 77.85401 17.88934 2.180762 1.302102 1.185649 43.28226 14.86107 3.670024 ; DEVELOPING 1980 70.27976 24.80508 2.845434 0.725412 1.674069 26.19701 20.90339 13.91190 

COUNTRIES 1985 62.63236 29.18543 4.717661 2.494703 2.921701 20.14793 22.35521 12.93600 g 
1987 65.77845 25.70565 4.467994 3.231648 2.769399 23.28753 25.76765 11.68165 

i USSR 1980 35.29280 18.52607 42.14705 3.200826 N.A 21.08371 0.304778 1.915002 t;J 
1985 25.63846 22.31167 46.81712 5.114620 N.A 17.73832 0.449536 1.600899 rn 
1987 21.18314 14.65312 51.52791 6.033291 N.A 14.86180 0.400717 1.407898 ~ 

! 
~ 
.. .. 
"' 



Table : 2.1 World Bxport of Pood Items by Regions ( ' Share of exports to vorld ) ... .. 
"' 

Origin/ YEAR DVD DVG EAST soc. USSR EEC us JAPAN 

Destin~ EUROPE ASIA 

EAST EUROPE 1980 30.46231 19.56783 46.41206 3.286432 26.8241216.73366 2.793969 1.306532 .. 
1985 25.60077 26.79151 45.10716 0.995886 15.04654 2.533015 1.656202 

"' 1987 28.61681 23.45901 44.94810 1.154416 32.92734 16.98792 2.827790 2.149968 
. 
z ,. 
:0: 

EVE LOPED 1980 66.31985 24.41449 6.556634 1.834325 3.75918344.00501 4.978585 6.?12629 "' ~ .. 
COUNTRIES 1985 69.76723 23.69026 5.388522 0.656715 4.22139244.82846 7.939769 7.562507 .. 

1987 75.68887 19.73548 3.386481 0.595663 2.31774953.21521 7.641938 1.864151 .. ,. ... 
"' DEVELOPING 1980 59.18696 24.45431 13.33670 1.406692 10.29572 28.68703 16.54522 6.592486 "' "' 

COUNTRIES 1985 58.50065 25.01163 14.22954 1. 799155 11.34382 25.44015 17.89365 8.141942 :0: 

"' 
~987 63.86623 22.33701 11.20778 1.669083 8.21853630.04803 18.08047 10.39212 "' .. .. 

USSR 1980 16.41983 39.98712 29.23374 13.97295 N.A. 6.761107 1.159047 4.443013 "' 
1985 16.61539 66.84615 11.30769 4.615384 N.A. 5.923076 2.076923 4.538461 .. 
1987 21.93211 60.44386 12.33681 4.960835 N.A. 7.702349 2.872062 7.898172 !il 

" ,. 
"' 



Table 2.2 World Export of Agricultural Raw Material by Regions ( ' share in export a in world) 

Origin/ YEAR DVD DVG EAST soc. USSR EEC us JAPAN 

~ Destin. EUROPE ASIA 

EAST EUROPE 1980 49.51550 8.430232 37.54152 3. 599114 4.720376 25.33222 0.401439 10.46511 I 1985 33.78427 23.47349 35.72212 4.917733 5.52102316.74588 0.347349 6.051188 

1986 37.19126 19.39518 36.14629 6.333122 5.33565519.15769 0.395820 7.203926 ill 

DEVELOPED 1980 77.78885 14.53517 4.131551 3.535758 1.57072643.88066 9.344194 10.19130 i 
COUNTRIES 1985 76.37146 16.52603 3.405549 3.694412 1.77625739.52869 14.27594 10.29013 ~ 

1986 78.18851 16.17401 2.839933 2.761851 1.27607345.05075 13.16675 10.21974 ; 
DEVELOPING 1980 58.83113 28.42079 6.973389 5.570753 3.49664224.57597 6.928624 19.11464 

COUNTRIES 1985 57.78236 30.19972 7. 706611 4.001377 3.80853923.66391 9.814049 16.83884 ~ 
1986 55.61952 31.97697 7.745649 4.304592 4.57935327.09668 8.975533. 15.96231 I USSR 1980 47.69642 7.383792 43.08926 1.604278 N.A. 22.35705 0.061703 15.36404 

"' 1985 26.72112 24.88331 42.06534 6.096849 N.A. 12.39789 0.262543 9.159859 
~ 1986 31.75903 19.37349 40.69879 8.144578 N.A. 15.83132 0.337349 10.65060 
~ 

~ 
~ 
... .. ... 



Table : 2.3 World Bxport of crude Perti1iaera and Minerals by Regions ( ' share in ezporta to .. 
~ 

vorld ) .. 
Origin/ YEAR DEVD DEG EAST soc. USSR EEC us JAPAN 
Destin. EUROPE ASIA .. 
EAST EUROPE 1980 27.89458 3.223997 68.32071 0.560695 2.943650 13 .148"30 0.448556 1.934398 

" 1985 24.09408 30.19707 44.94596 0.762873 2.606484 13.85886 0.031786 2.225047 

1986 18.04511 28.59927 52.35310 0.612642 2.896129 10.69340 N.A. 2.032859. " .. 
"' .. 
H 

DEVELOPED 1980 83.43311 10.59242 2.378061 0.552648 0.577768 44.04856 8.561858 15.16014 
.. .. 

COUNTRIES 1985 75.31522 13.52570 1.585838 1.202715 0.412221 38.64209 7.061105 14.17555 .. 
1986 74.04160 16.59732 1.901931 1.287766 0.851906 41.73353 7.350173 13.67013 

.. 
'"' "' "' = DEY)! LOPING 1980 80.86069 11.25345 6.190549 0.728751 2.109542 30.33138 12.84903 26.74133 3 

"' COUNTRIES 1985 71.54150 17.19367 9.308300 1. 798418 4.051383 30.16798 8.527667 22.63833 = .. 
1986 70.20400 19.67438 7.983522 1.657512 3.520988 32.15967 8.866222 24.36249 

.. 
" . 

USSR 1980 20.33527 2.587463 78. 8265"3 0.400874 N.A. 8.272594 0.327988 2.514577 .. 
1985 1.51447633.14031 51.18040 0.311804 N.A. 7. 216035 N.A. 20.40089 

!il 
1986 12.06896 29.49775 57.75862 0.412293 N.A. 6.971514 N.A. 2.548725 " .. 

"' 



Table 2.4 world Bxport of Mineral Puels by Regions ( • share in exports to world ) 

Origin/ YEAR DVD DVG EAST soc. USSR EEC USA JAPAN I 
Destin. EUROPE ASIA 

~ 
EAST EUROPE 55.89926 0.740810 

~ 
1980 6.62564 34.74710 0.982225 1.091098 34.60036 0.222479 

I 1985 42.41453 12.02794 43.88821 1.684210 0.804843 28.90172 0.601769 0.666977 

1986 30.87169 9.634513 57.13432 2.209114 0.869380 21.47235 0.643843 0.684324 

DEVLOPED 1980 ·86.22746 0.057457 
~ 

8.058974 0.773376 0.151687 56.47717 11.62018 4.446053 

§ 1985 87.6178 7.889798 0.767436 0.064532 0.215438 53.71655 16.62546 5.388930 

1986 86.44203 9.039086 0.829642 0.0869'78 0.263612 54.77646 14.27252 6.160763 ~ 
~ 

DEVELOPING 1980 75.96178 21.64778 1.034736 0.032326 0.254282 26.98800 22.03599 16.71799 

~ COUNTRIES 1985 64.66871 32.03524 2.016706 0.104979 0.455579 21.79851 15.53843 19.82901 

1986 62.35562 32.73702 3.068038 0.288756 0.791824 23.08698 16.33203 19.68657 ~ 

'?. 
(/1 

USSR 1980 53.62597 7.249163 36.77814 0.897435 N.A 33.64269 0.055741 0.769230 ~ 1985 37.23862 12.91815 47.91869 1.911558 N.A. 27.45161 0.017299 0.735214 

1986 26.71106 9.662002 61.18547 2.434963 N.A. 19.99870 0.056224 0.726596 ! 
~ 
... ... 
"' 





Table 2.6 world Bxporta ·of Iron And Steel by Regions ( • share in exports to world ) 

Origin/ YEAR DVD DVG EAST soc. USSR EEC us JAPAN g 
Destin. EUROPE ASIA 

I BAST EUROPE 1980 25.87609 13.29291 58.49474 2.321454 8.442998 12.80496 0.946325 0.073931 

1985 16.82055 26.45523 47.22333 9.139569 6.690753 9.353673 1. 538873 m.307774 I 1986 16.10619 24.70132 48.55088 10.38716 9.557522 9.513274 0.796460 1.061946 

DEVELOPED 1980 59.52162 29.10599 8.204992 3.083295 5.607549 34.53914 10.04874 0.513882 ~ 
COUNTRIES 1985 59.71672 23.42290 8.031242 8.509604 6.655953 31.86710 3.219597 0.728754 

I 1986 64.76482 20.97311 7.568633 6.633560 6.306020 40.68712 1.968760 0.799478 

DEVLOPING 1980 43.7825 49.81363 2.214426 2.565226 1.447051 12.82613 18.00043 8.989256 
~ COUNTRIES 1985 43.68389 39.57219 3.17290512.71538 1.568827 8.31847820.47534 10.81402 

~ 1986 46.9717 36.81610 3.41046011.12316 1.916124 10.83393 19.41431 12.77416 

USSR 1980 7.12093323.87968 64.42602 9.699201 N.A. 1.749539"0.276243 2.117863 £;J 
1985 1.78023323.87968 64.42602 9.699201 N.A. 0.767341 N.A. 0.092081 rn 

1986 3.39407726.19589 58.92938 11.36674 N.A. 0.1366742 N.A. 0.706150 ~ 
~ 
~ 
... 
"' ... 



Table 2.7 World Bzports of Ron-Ferrous Netals by Regions ( t; share in ezporta to world ) ... 
"' ... 

Origin/ YEAR DVD DVG EAST soc USSR EEC us JAPAN 

Destin. EUROPE ASIA 

EAST EUROPE 1980 50.30800 4.038329 44.38740 0.205338 1.368925 27.17316 2.156057 7.905544 "' 
1985 65.57886 6..837606 22.06682 4.351204 1.243201 52.21445 2.253302 2.408702 "' . 1986 66.94915 5.225988 21.68079 4.519774 1.694915 50.49435 2.754237 2.259887 z .. 

3 

1980 85.12856 0.548761 48.51050 
., 

DEVELOPED 10.71129 2.683704 0.807463 12.65548 4.949304 ... .. 
COUNTRIES 1985 8.09682413.21504 1.457187 2.276102 0.730600 43.12151 19.38501 6.499136 "' 

1986 83.20328 13.55460 1.135655 1.469025 0.410301 47,05645 17.81148 5.597684 "' .. .. 
"' 

DEVELOPING 1980 76.89005 18.90050 2.454732 1.418704 1.820048 40.59174 16.30576 14.84972 
rn 

"' 
COUNTRIES 1985 71.02015 20.10995 4.605986 4.202810 1.624923 32.33964 19.16921 16.76237 3 

"' "' 1986 68.68553 23.81645 3.226659 3.834964 0.555408 28.32583 22.03120 15.81592 ;! 

"' USSR 1980 37.74011 ?..937853 59.26553 0.056497 N.A. 13.50282 2.824858 10.33898 .. .. .. 
" .. 
rn 



Table : 2.8 World Bsport of Manufactured Products by Regions ( • share in export by world ) 

Origin/ YEAR DVD DVG EAST ,SOC. USSR EEC us JAPAN 
m Destin. EUROPE ASIA 

i DBVLOPED 1980 75.95674 20.23796 2.975890 0.626367 1.606193 9.005645 9.005645 1.814370 
COUNTRIES 1985 77.53753 18.83336 2.279974 1.065840 1.259131 41.50242 15.49928 2.183329 I 1986 80.54734 16.12579 2.086416 0.883673 1.088389 46.97834 14.12942 2.327277 

DEVELOPING 1980 64.76439 31.30139 1. 726549 1.311973 0.914457 24.35936 25.34548 5.763128 ~ COUNTRIES 1985 67.93341 23.9990 3.354425 3.990796 2.287816 16.37664 28.11869 5.400158 
1986. 70.65040 22.02157 2.801543 3.981763 18.84306 37.85882 6.089582 6.089582 ! 

BAST EUROPE 1980 32.24379 11.18122 53.88888 2.103559 29.20711 22.01725 2.238403 0.512405 ~ 
1985 28.37052 12.71170 55.56710 2.133904 32.06970 18.63038 2.066646 0.330174 g 
1986 26.03514 10.62271 59.16446 2.188528 37.99323 17.33667 1.687763 0.296749 I USSR 1980 48.71244 10.33619 36.12303 4.822326 N.A. 42-.16738 N.A. N.A. 

1985 2.78536335.22665 45.05734 10.92299 N.A, 5.843801 0.491534 0.327689 ~ 
rii 

1986 8.78642833.31883 47.75989 9.917355 N.A. 7.003044 0.521966 0.217485 I 
~ 
~ 
... .. ... 



Table 2.9 llorld. Exports of Machinery And ~ransport Bquip•ents by Regions ( t share in exports .... 
to world ) "' .. 

Origin/ YEAR DEVD DBG BAST soc. USSR BBC USA JAPAN 

Destine EUROPE ASIA 

BAST EUROPE 1980 7.832762 14.92822 71.46419 4.345751 33.69258 3.235459 0.529123 0.078067 
.. . 

1985 4.91513515.73968 73.15858 4.778547 41.63302 3.135482 0.295269 0.076328 ., 
1986 4.97539515.09324 73.08202 5.198743 38.55205 3.077844 0.277823 0.074449 z .. 

3 

"' DEVELOPED 1980 66.52693 29.26977 2.880456 0.994933 1.458763 32.82000 12.17489 1.488053 
... 
~ 

COUNTRIES 1985 72.57737 22.62607 1.803482 2.438792 1.040260 29.13396 23.133M 1.630509 

1986 75.40311 20.42229 1.945690 1.874142 1.081491 34.70658 22 .66328 1-650050 
.. .. 
"' "' "' DEVELOPING 1980 51.49278 45.73096 0.183614 1. 792075 0.128529 14.24846 NeA. N.A. .. 
3 

COUNTRIES 1985 59.63169 28.86693 4.289631 6.423551 3.199970 12.93609 NeA .. N.A. "' "' 1986 64.90586 26.91275 3.712671 4.058572 2.653555 14.02546 41.33353 3.831266 ... .. 
111 

USSR 1980 5.83834727.72808. 55.43990 10.45698 N.A. 1. 707594 0.056919 0.073182 
. .. 

1985 3.66576)35.42160 47.45174 13.43548 N.A. 2.040298 0.076193 0.084659 

1986 '4.34992733.44610 48.58799 13.60905 N.A. 2.181868 0.117378 0.075951 ;! 
"' .. 
"' 



Table 2.10 World BKports of 'l'eztiles Piber And Teztiles Yarns by Regions ( ' share in export 
to world ) 

Origin/ YEAR DEVD DEG EAST soc. USSR EEC USA JAPAN 
Destin. EUROPE ASIA g 
EAST EUROPE 1980 37.13130 51.77421 2.350651 . 28.71687 22.35364 2.156011 2-066177 I 1985 28.64162 50.49928 4.200348 31.32033 18.38643 1.933745 0.824219 

1986 29.67289 11.43561 53.45275 4.335410 33.82658 19.02907 2.076843 0.973520 ; 
DEVELOPED 1980 73.89119 18.66593 4.842479 2.527606 2.549999 49-12597 
COUNTRIES 1985 76.10071 17.92640 3.779205 2.122312 2.086630 48.42222 7-577026 3.011263 ~ 

1986 79.32634 15.90213 3.143810 1 547451 1. 538673 53.74448 7.050060 2. 673555· 

I DEVELOPING 1980 65.10966 26.56064 4.283571 3.243141 2.171467 29.04142 18.95894 7-111166 
COUNTRIES 1985 66.12907 23.48815 4-880870 4.640015 2.951663 20.34994 30.60757 6. 526719 ~ 

1!186 67.45311 23.06574 3.908334 4.909807 2.434993 22.60582 30-22339 6. 572293 ; 
USSR 1980 33.49633 6.907090 53.11735 6.356968 N.A. 15.28117 N.A 7-518337 .. 

1985 6.814814 30.22222 42.14814 13.77777 N.A. 0.222222 N.A. N.A. .. 
1986 11.47943 27.68569 45.91774 14-67157 N.A. 6.629834 N.A. N.A. ~ 

~ 
~ 
.. 
"' "' 
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Table 3 : Average Annual Growth in Bzports and Imports by countries 
and Regions 

Growth Rate of Exports Growth Rates of Imports 
(Log E =a + 8 T) (Log M = II + 8 T) 

------------------------ -------------------
1973-81 1981-88 1973-81 1981-80 

Bulgaria 16.74 6.75 15.04 6.55 

czechoslovakia 12.42 7.70 11.89 7.90 

GDR 12.16 6.66 11.71 6.83 

Hungary 8.80 1.89 9.84 1.35 

Poland 10.91 0.75 9.44 -1.10 

Romania 15.12 2.88 16.66 0.20 

USSR 18.05 4.34 16.52 4.96 

East Europe 15.04 4.79 13. 86 4•54 

Developing 19.86 -0.36· 20.86 -0.01 

Developed 15.12 7.63 15.46 7.14 

world 16.35 5.48 16-46 5.43 
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Table 4: ~ast-South Trade According toGeographicalRegions-1988 
(OS llill1on $) 

countries Eastern Euro2e 
Exports to Imports from 

Developing Countries 35524 29790 

1 w Africa 3942 4156 
(8.282) (13.951) 

1.1 Libya 673 869 

(1.895) (3.105) 

1.2 Egypt 602 673 

(1.695) (92.259) 

1.3 Algeria 362 436 

(1.019) (1.464) 

11. Latin America 8557 10682 

(24.088) (35.858) 

11.1 Cuba 6814 6807 

(19.181) (22.850) 

11.2 Brazil 231 867 

(0.650) (2.910) 

11.3 Argentina 80 1107 

(0.650) (3.7160) 

lll Asian Market Economies 9504 9120 

(26.753) (30.61) 

111.1 India 2172 2195 

(6.114) (7.368) 

111.2 z.raq 1033 2185 

(2.907) (7.335) 

IV. Europe 4770 5585 

(13.42) (18.75) 
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~able 5 : Co•petitiveness between Intra-East ~rade and Trade 
Plows in Alternative Direction 

(Chi-Square Results for Test of Homogenity of Two Distributions) 

Intra-East Trade Calculated Value of Chi-Sguare 
Vs 1980 1986 

1. south-world 348.9 71.0 

2. North-World 37.7 120.1 

3. Bast-North 118.2 143.9 
4. Bast-EEC 276.6 153.0 
5. Bast-South 14.1' 15.3 

6. North-South 126.5 285.3 
7. South-South 162,3 63.67 
8. South-North 508.2 80.5 
9. North-North 27.2 103 7 

Note : (1) Chi-square statistic is computed by using data on 

10 categories of exports ( 1/2 digit SITC level). 

In case the calculated valu.e of Chi-square is less 

than table vcllue of Chi-square, the hypothesis that 

there is no difference in the distributions of export 

of intra-East and other regional groups is accepted. 

( 2) Tabulated value of Chi-square (at 9 d. f.) for 1' 

level of significance is 21. 7'. 
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The Europen Currency Unit 
Ganti Subrahamanyam 

1. Intro~uction 

Integration of larger areas provides greater resources and 
variety of demand for accelerated growth via greater efficiency 
and productivity. As economic blocks emerge in Europe, the Pacific 
Rim and the Gulf, the countries of the South Asia Association for 
Regional Cooperation (SAARC) can benefit substantially by working 
through liberalized trade and factor mobility. Exchange rate 
stability as a policy tool can provide the necessary flexibility 
for an efficient and orderly growth of trade and economic 
development. This has been well confirmed by the success of the 
European Monetary System (EMS) and other attempts to move back 
to managed flexibility. Exchange rate stability, however, depends 
on the convergent character of economic fundamentals and similarity 
of inflation preferences of the countries concerned.. If the 
countries cannot stabilize their own currencies, the next beet 
thing is to -use someone else's. Or national pride can be salvaged 
by pegging one's. own currency irrevocably to a common currency 
through a central rate without the need for a nominal (outaide) 
anchor.. The positive experience of the EHS as an adjustable peg 
is an explorable example for the SAARC countries to study.. This 
paper just attempts to do that in terms of an investigation of 
the salient features of the EHS, the background of its success 
and the scope for the Eurpoean currency Unit (ECU) to become the 
EMS's bancor .. 

The international monetary relationships are still wandering 
in a non-system even after fifteen years of the collapse of the 
Bretton Woods system of fixed exchange rate parities.. The conflict 
between the roles of international reserve currency and anchor 
to the system performed by a single currency, between the need 
for international liquidity to expand in line with trade and the 
necessity of preventing excessive growth in the supply of the 
reserve currency from leading to crises of confidence still remains 
largely unresolved.. It was this conflict that led to the collapse 
of the Bretton Woods system. 
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Ever since its birth ·on 13 March 1979, the EMS has been 
constantly striving to resolve this conflict in a regional sense. 
Disillusioned by the prospect·& for global monetary reform and by 
the performance of the non-system the EMS came into being to 
achieve a zone of monetary stability to the largest possible part 
of the European Communities by a return to more nearly fixed 
exchange rates system. Such a system works in the interest of 
protecting the intra-European trade flows against the sharp shifts 
in competitiveness and towards convergence of national inflation 
rates to lower and more Stable levels. Its grand strategy is to 
aim at 'lasting growth and stability, a progressive return to 
full employment, the harmonization of living standards and the 
lessening of regional disparities in the community'. Ten years 
of functioning of the system has amply demonstrated its ability 
to restore ·reasonably rapidly the adjustable stability of real 
exchange rates among member currencies at competitive levels but 
consonant with the overall surpluses and deficits of their 
international accounts. 

The EMS consists of thr.ee components ( i) the European 
Currency Unit (ECU), (ii) an exchange rate mechanism (ER+1), and 
(iii) the European Monetary Cooperation Fund (EMCF). The objective 
of this paper is to study the prospects for the ECU to evolve from 
a basket into a currency a bancor of the EMS. The rest of the 
paper is organized as ·follows Section 2 makes a brief 
presentation on t~e anatomy of the ECU, ERM and the EMU, the three 
componets of the EMS: Section 3 consists of three parts : in the 
first part, a financial innovation aPproach is employed to examine 
the optimum currency basket properties of the ECU: in the second 
part the success story of the ECUs in the international money and 
bbnd markets is emphasized: and the thrid part presents the 
outlines of a scheme for transforming the ECU into a real currency 
in its own right - a European bancor. The final section concludes 
with a brief discuss-ion of the performance of the EMS in the past 
and the prospects of realizing its commitments towards a monetary 
union (EMU). 

2. The ~hree Components 

2 .l The FX:1J 

The European Currency Unit is at the centre of the EMS. It 
is a composite monetary unit made up of a basket of specified 
amounts of each member country's currency. It is used as (i) the 
numeraire for the exchange rate mechanism, (ii) the basis for 
divergence indicator, (iii) the denominator for interventions and 
credit operations and (iv) a means of settlement betwel!n member 
countries•monetary authorities. To serve as a means of settlement 
an initial supply of ECU was. provided by the European Monetary 
Cooperation Fund (EMCF) against the deposit of ?.0\ of gold and 
20\ of dollar reserves by the central Danks. At the beginning 
of each quarter, these central banks make the necessary adjustments 
(through renewable three-month revolving swaps) with the EMCF such 
that each banks' deposits always t:epresent at least 20 per cent 
of its gold and dollar reserves. Moreover, the quantity of the 
ECU issued is adjusted according to changes in the market price 
of gold or in the exchange rate of the dollar. 

The amount of each currency component of the ECU basket is 
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calculated in two steps In the f1· rat step, h . eac currency is 
ass1gned a weight which reflects that currency's importance in 
the basket.. In the second step, each such weiqht · th · 
into a u t · t · h 18 en converted . q an 1 Y us1ng t e current exchange rate of that 
J.n us dollars. In equational form it can be written as: currency 

c. 
1 

where 
ci 

ECU 
0 

wio 

and Eio 

= 

amount of currency i 

US dollar/ECU at time 'o' 

weight of currency 'i' at time 'o' 

exchange rate of currency i in terms of us dollars 
at time 'o' .. 

Employing (1), the dollar value of the ECU at time 't' is then 
obtained by summing actual amounts of each currency which have· 
been converted into the dollars. Thus, the value of ECU at time 
't' is given by 

= m 
:E: 
i=i 

C/E 
i it 

The individual currencies in the ECU are assigned weights 
in accordance with the economic significance of those countries 
concerned. The economic significance of a country is measured 
by the share of that country in the intra-community trade, the 
national product of the community and the quotas in the monetary 
support arrangements. On the other hand, since the amounts of 
individual currencies are fixed in the ECU, the relative values 
of individual currencies will change as exchange rates change 
and therefore the weight of each currency changes over time. 
The formal position of the EC is that it is obliged to review the 
deifinition of the ECU every five years. Any redefinition of 
the ECU takes into account three important considerations: 
(i) changes in the member's relative economic importance, 
( ii) cummulated exchange rate changes for restoring the weights, 
and (iii) the inclusion of new currencies 1/-The fact is that while 
the impaCt of (i) and (ii) will not be Significant in the short
run, that of (iii) will be considerable especially if a newly 
joining country forms a significant share of the EC's national 
product etc. Judging by the numbers reported in Table A. 1 , 
however, both peseta and escudo· appear to be weak currencies in 
the latest (second) revision of the ECU basket in september 1989. 

Both the correction of weights of the existing currencies 
and the inclusion of new currencies will alter the ECU-related 
interest rates. Theoretically the effect of a recomposition of 
the basket is immediately transmitted to the interest rates.. In 
principle, it is possible to create a synthetic ECU asset 
corresponding to any existin9 ECO asset. For example, a synthetic 
term deposit can be replicated by depositing those amounts of 
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individual currencies as· specified in the ECU basket. The 
theoretical return on the deposit is then calculated by simply 
converting the proceeds from each currency deposit into ECU with 
the help of (forward) the exchange rate as shown below: 

recu = n 
J: 

i=l 

n 
• (CiEi)/!: (CiEi) 

i=l 

weight of currency i 

( 3) 

(4) 

amount of currency i in the ECU basket 

forward exchange rate of currency 'i • in a common 
currency denominator. 

return on. the relevant component· currency deposit 

and recu = ECU deposit return. 

Experience suggests that ECU deposits 
reality because the synthetic deposit 
appear to exceed bid rate& for these 
Quarterly, 1988). 

are of good value in 
returns computed this way 
deposits {Bank of England 

However, the computation of a similar synthetic return on 
bonds and securities runs into informational problems. The 
calculationof weights becomes less reliable as the forward exchange' 
rates look less transparent due to the markets becoming less 
liquid for longer than one year. In addition, there is the problem 
of choosing appropriate yields for longer maturities. Not 
withstanding this problem, the popularity of ECU bonds as 
portrayed in the next section has led to the practising of three 
different formulae : ( i) the Paribus formula, ( ii) the SBCI 
methods, and (iii) CSFS method. The first formula by the Banque 
Paribus capital Markets research team involves the estimation 
of coupon payments of a bond issued at par in the component 
currencies and then disc'ounting them by an appropriate interest 
rate to derive a theroretical yield. This method however has to 
resolve the problem of choosing appropriate yields for longer 
maturities. . The second method by the Swiss Bank Corporation of 
Invesment banking tries to surmount the above problem by .dropping 
from the formula currencies · for which liquid debt markets in 
the relevant matruities are not available. Thus, the SBCI method 
is also called ECU-4 model because only four currencies in which 
the relevant debt instruments are available are considered in 
the calculations. The third method is by the research department 
at Credit Suisse First Boston (CSFB). It is claimed to be built 
upon the Paribus formula and is stressed to be an arbitrage 
calculation~/. Despite these differences in the met·hods, some 
statistical tests of their comparative performance suggest that 
there is· little to choose between them (Oneil, 1988) with this 
portrayal of the ECU as a numeraire currency, we turn now to the 
other two components of the EMC. 
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2.2 The BRH 

. The main instrument of preservation of stable exchange rates 
1n the EMS is the -xchange Rate Mechanism. This mechanism 
operates in two aspects : firstly it maintains bilateral central 
rate~ between partic~pating currencies and the parties will be 
requ1red to compulsor1ly intervene in the foreign exchange market 
to limit the deviations from the central rate to lie within 
accepted Qands, and secondly it establishes presumption of action 
based on a divergence indicator, for the concerned country whoa~ 
currency rate exceeds certain limits fixed in terms of the ECU 
Around the bilateral central rates margins of authorized 
fluctuation range to ± 2.25 per cent and are bounded for each 
currency vis-a-vis another by the intervention limits. However, 
the UK (a member of the ERM since October 3, 1990) and Spain 
(alongwith Portugal recently joined the EMS) have opted for ± 6.0 
per cent band of fluctuations. 

Intervention is made compulsory whenever a currency reaches 
its intervention limit relative to another. The cental bank of 
the strong currency purchases the weak currency of the other 
country and vice-versa in order to keep their currencies within 
their fluctuation margins. The divergence indicator shows the 
extent to which a given cur.rency is nearing its maximum spread 
and it is done by comparing the premium or the discount in the 
market rate of the ECU in terms of that currency with the maximum 
spread. If the ratio of the former to the later called the 
divergence indicator which lies between. 0 and 100 reaches 75 per 
cent the concerned currency is said to reach its divergence 
threshold which signals to the concerned central bank the time 
to get ready for intervention. The ERM is operated as an integral 
aspect of the EMF, retaining the fixed but adjustable exchange 
rate grid of the member currencies, with the ECU as the numeraire. 

2.3 The EHCF 

The European Monetary Co-operation Fund (the Fund) was set 
up by the member sta-tes of the EEC to administer community exchange 
rate arrangement. The Bank for International settlements 
(the Bank) continued to perform the functions of Agent for tile 
Fund since June 1973 3/.. As the Fund 1 s Agent, the Bank performs 
two sets of functionsT those connected with the operation of the 
EMS and those relating to the execution of financial operations 
in connection .11ith the community borrowing and lending for the 
purpose of balanceo-of-payments support for EEC member countries. 
The bank records in ECU 1 s in the Fund 1 s books, the debts and claims 
vis-a-vis the Fund of the member countries participating in the 
ERM that arise from interventions carried out by their central 
banks- in other member countries 1 currencies and also handles the 
settlement of these debts and claims. The Bank carries out 
operations associated with the creation, utilisation and 
remuneration of ECU' s. In its funct'ion as Agent of the Fund the 
Bank is responsible for carrying out payment connected with 
borrowing and lending operation., keeping a check on the due dates 
of contracts for payment of interest and repayment of the 
principle and informing the Commission of the European communities 
of the operations carries out for the BBC account. In accordance 
of the provisions of an agreement on · April 1987 with the ECU 
Banking Association, the Bank is also performing the function as 
Agent for the private ECU clearing and settlement system. 
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3. The BCU as a Financial Innovation 

3.A.l Taxonomy ot Financial Innovations 

Financial innovations take many forms. For analytical 
convenience, they can be classified, in one way, as "aggressive" 
or supply-lending and "defensive" or demand following ( Dufey and 
Giddy, 1981) innovations. While the former refer to new financial 
products or services offered in response to a perceived demand 
that is currently not satisfied, the latter follow the demand for 
them as a result of changes in tastes or relative costs. A second 
and popular classification of innovations is to characterise them 
as "product" or "process • innovations. Many new financial products 
like, currency options; zero coupons bonds stock index futures 
etc., provide some examples of product innovations. According 
to this classification, the ECU can be clearly defined as a product 
innovation aimed at providing a single common currency instrument 
for all the EMS countries, towards achieving a monetary union among 
them. However, since the ECU is given a key role in the 
stabilization of European exchange rates it is also considered 
as part of a process innovation. Viewed from a third angle, the 
ECU exhibits portfolio properties for optimizing risk. Any basket 
of currencies that are not perfectly correlated will exhibit 
diversification properties, that is variance of the· basket will 
be less than the weighted sum of variances of the components. 
For risk-averse agents, ECU-denominated transactions become 
preferable to those of other units of account, other things being 
equal. 

3.A.2 Tbe BCU· as an Opti.al CUrreDCg Basket 

A typical wey to define a "basket" as optimal is to deri.ve 
optimal weights for the components of the basket. The difficulty 
in applying this approach to deriving optimal weights of the ECU 
currencies lies ·in specifying an objective function for all the 
EMS countries together and minimizing the variance of this function 
with the real or nominal exchange rate as the target variable. 
Instead, if several sets of weights can be derived and evaluated 
for sensitivity of the ECU composition, their derivation of optimal 
weights can be circumvented. Thus, following Edison (1987) we 
have tried to verify whether or not the ECU is sensitive to changes 
in its composition. The experiment was carried out with the help 
of equations (1) and (2) reported in the earlier section. The 
provision for redefining the ECU composition every five years ·or 
when new members join the EMS was exploited for this purpose .. 
we know that exogenously chosen initial weight of a member country 
currency is used to derive the quantity of that currency which 
in turn goes into the calculation of the ECU basket. we also know 
that once these currency quantities are derived they are not 
changed again until the basket is redefined. Furthermore both 
the initial values of the ECU exchange rate (ECU) and the ith 
currency exchange rate in terms of the US dollar (EC

0
) are known. 

Thus employing, the September 1984 initial weighcs and the 
corresponding member currency amounts we calculated on the basis 
of formula (2) the ECU daily exchange rates for the period October 
S, 1986 to September 20, 1987, 4/. For comparative statistical 
analysis, we constructed a modi fed ECU which we name as 1 DBF 1 5/. 
differentiate it from Edison's (1987) Pongo §_/. Using the fOur 
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sets of initial weight and the correspondinq initial quantities 
of currencies based on the country shares in exports, imports, 
GNP (nominal) and GNP (real taken) from Edison ( 1987), four separate 
sets of daily exchange rates of 'DBF' were computed. In these 
computations we employed formula (2) once again and the initial 
value of the ECU exchange rate was used for all 'the four series 
of exchange rates. Our objective is to determine whether the ECU 
exchange rates differ significantly from each of those four sets 
of exchange rates of the 'DBF' • Student 't • tests were conducted 
to verify the null hypothesis that the mean of each of those 'DBF' 
exchange rates is not significantly different from that of the 
ECU mean value. The results of the experiment are repor-ted below 
along with those from Edison (1987) for comparative purposes. 

Table 1 : 'l'est of Mean Differences between BCU and DBP Bxehange 
Rates 

Type of 

DBF 

GNPR 

GNPN 

EXP 

IMP 

ECU 

Note 1. 

2. 

3. 

Oct 5 
1986 

Sept 20 
1987 

1.0356 

(.598) 

1.0891 

(.684) 

1.0643 

( .913)' 

1.0697 

(.825) 

1.0713 

Sept 17 
1984 

Dee 12 
1985 

.7490 

( .2951) 

.7482 

(.4917) 

.7499 

(.0909) 

.7485 

( .4131) 

.7503 

Mar 21 
1983 

Sept 14 
1984 

.836 

(2.36) 

.840 

( 1.33) 

.845 

(.01) 

.840 

(.14) 

.8'45 

Mar 13 
1979 

Dec 31 
1982 

1.208 

(.182) 

1.210 

(.448) 

1.209 

(. 328) 

1.210 

(.327) 

1.207 

Dec 2 
1979 

Mar 20 
1981 

1.370 

(.735) 

1.366 

(1.000) 

1.370 

( • 631) 

1.370 

(.813) 

1.368 

The first. four are 'DBF' (Edison•s Po.ngo) means bas}d 
. respectivelv on real GNP (GNPR) nom1nal GNP (GNPN , 
exports (EXP) and imports (IMP) share weights. 

The first column of numbers is from our experiment 
the rest of the numbers are reproduced from 

;~:~:a~l-l of Edison (1987) for comparative purposes. 

Numbers in parentheses are -computed t-values. 
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The first column of numbers in the table represents the tresult 
of our experiment for a sample period between October 5, 1986 and 
september 20, 1987. The values without parentheses, g~ve the mean 
values of the 'DBF 1 exchange rates based on-the four selected sets 
of weights - shares in real GNP, nominal GNP, exports and imports 
respectively. Numbers in parentheses are the compu~ed t-values 
for differences between the averages of each 'DBF' exchange rate 
and the ECU rate. These results clearly cannot reject the null 
hypothesis that the hypothetical compositions of the 'DBF' baskets 
do not significantly differ from that of BCU basket. The failure 
to reject the null hypothesis may have been due to small mean 
differences between EDFs and the ECU: or it may have resulted from 
very little exchange rate volatility of the currencies of the ECU 
over the sample period. The relevant results reproduced from 
Edison ( 1987) also confirm that our PBF • ( Pongo) means are not 
identical to that of the ECU, but they are not statistically 
significantly different from the E~U mean. It· is popularly said 
that •one swallow does not make a summer. • It is similarly true 
that one small experiment does amount to a concluding evidence. 
Nonetheless, the general pattern of statistical results appear 
to point in the direction of the ECU offering an optimal currency 
basket •. 

l.B. rbe Develo~ o~ IIaJ llarlcets 

The ECUs exist in both official and private sense and their 
currency compositions are identical. But they can be created and 
utilized in quite distinct ways. While private ECUs are created 
by bundling up the component currencies, the official ECUs are 
held mostly by the central banks of the EMS countries !!_/ ~f course, 
official ECUs are not fungible with private ECUs. A number of 
reserchers have argued that the growing use of the ECUs can be 
attributed to three important factors. They are : (i) the 
inherent basket properties of the ECU, (ii) the economic policy 
commitment of the participating countries of the ERM towards 
maintaining stable exchange rates, and (iii) the ECU as a financial 
innovation. The use of the ECU for denominating financial 
obligations in Europe has created growing demand for ECU 
denominated financial instruments. These uses have given a filip 
to the development of ECU markets. The stability of the ECU in 
foreign exchange markets is a major attraction to borrowers and 
investors and their use in banking and eurobond markets is now 
well established. Although the ECU has an established and growing 
role notably in Italy and France, it is confined mostly to inter
banking business in Belgium, UK and Luxemburg in addition. 

International banks' assets in ECUs stood at ECU 90 · billion 
at the end of March 1988, whereas they were a small ECU 7 billion 
only at the end of 1982, Inter-bank ECU assets, however, increased 
from a low of 5 billion in 1982 to a high of 70 billion during 
the same period. In fact it was only since end-1985, the inter
bank market grew in importance as a source of ECU funds. The 
market is well balanced and the banks had a net asset position 
of ECU 0.5 billion by end-March 1988. The growth of banks' assets 
was stronger during 1986-1987 probably benefiting from a more 
favourable outlook for stable exchange rate relationships among 
the constituent currencies. There was, however, little change 
in non-banks' ECU deposits with international banks during 1987-
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1988 (March). But there was notable 9rowth in these deposita in 
the earlier years mostly due to larger number of banks offering 
foreign exchange facilities. 

Table 2 : BCU Assets by BIS-Area Banks 

Amounts 
1982 

Total International 7.3 
Assets 
Of which Banks 

Non-banks 
4.8 

2.5 

outstanding 
1984 

39.8 

28.6 

11.1 

in 

1986 

70.7 

54.9 

15.8 

ECU billions 

1987 March 

82.4 

62.1 

20.3 

1988 

90.5 

69.6 

20.9 

In cross-border lending, the 
currencies in March 1983, 
outstanding -lending. 

ECU ranks sixth among international 
accounting tor 2.6 per cent of 

Table 3 : 

us dollars 
Yen 

Currency Coaposition of cross-border Lending by DIS
Area Banks 

(Percentages) 

1985 1986 1987 March 1988 

30.5 58.8 47.3 51.7 

24.1 16.4 29.5 13.5 

Deutschemarks 16.2 6.9 9.0 12.8 

Swiss francs '10.1 2.8 0.5 6.0 

sterling 4.0 4.5 3.3 4.1 

ECU 7 .• 7 1.9 2.4 2.6 
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These percentages are imprecise because they exclude lending the 
offshore banking centres for which currency detail is not av~ilable· 

The role of the ECUs in commercial transactions is growing 
rather slowly. Mostly borrowers in France, Italy and Greece find 
the ECU borrowing attractive because the ECU has a lower nominal 
interest rate than the domestic currency. These borrowers have 
successfully used the ECU for short-term trade financing. In fact 
borrowing in the ECU, rather than in the domestic currency, has 
been actively promoted in Italy and France. Some European-companies 
even publish their accounts in ECUs and ECU invoicing accounts 
for one per cent of all foreign trade in Italy and France. 
Increasingly Middle Eastern and North African traders are also 
switching invoicing of their exports and imports from the US dollar 
to the ECU. ECU invoicing has entered the travel industry too. 
The International Air Transport Association has started offering 
the ECU, beginning 1989, alongside the us dollar and sterling as 
a means of settling payments between airlines. The ECU holds good 
deal of appeal for US firms also because of its use as a hedge 
against the us dollar. It excludes the US dollar and therefore 
the ECU denominated debts contain considerably less foreign 
exchange risk than those denominated in US dollars. However, lack 
of demand has stifled the initial development of ECU travellers 
cheques although in certain countries notably in Belgium and France 
demand is picking up slowly. It will take some more time before 
the ECU commercial activity picks up significantly because 
corporate treasurers and the public at large in many countries 
are still undergoing an educational process in the use o·f the ECU. 

J.c. Bow to ..U:e tbe BCU a European Bancor? 

No new product has any chance of success if it is not better 
than the ones it is intended to replace. At present, the ECU lacks 
most of the characteristics of a real currency. It exists in only 
definition but not in any form nor in function. It is simply a 
book-keeping entry and therefore it may also vegetate like the 
SDR unless until it is freed from its present non-existent form. 
By its basket nature it may be better than the weakest of 
currencies but certainly not as good as the best. 

1. A real European currency (bancor) has to be at least 
as good as the strongest of the member currencies both by design 
and preference. The ECU will become a European bancor if it were 
defined in terms of a parity Qird vis-a-vis other currencies with 
a proviso that the strongest currency could not appreciate aginst 
it and was given a legal tender status in every member country 
thus ensuring its full convertibility.- This would certainly provide 
the basis for the ECU development into a bancor with the advantage 
that it cannot depreciate against the strongest of the memJ?er 
currencies. The EMCF can be entrusted with the task of supplying 
the new ECU before a European central bank would eventually become 
responsible for the function. This can be phased in two steps. 
First, the new ECU should be created on a permanent basis rather 
than in temporary swaps y a . ., is done currently. The other step 
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is to introduce periodic increase in the supply of those BCUa 
linked to the potential growth of the whole area. Member countries 
central banks will be isued the new ECUs in exchange for their 
contribution to the EMCF of gold and dollar reserves thus maaknig 
it an international reserve currency in the EMS If the new ECU 
is periodically revalued against the strongest currency of the 
system it would become an attractive asset also in the stronger 
currency countries. 

2. A second possible approach is to transform the present 
ECU into a constant purchasing power BCU. Without the need for 
a prior agreement - which may be difficult to obtain immediately
among the member countries of the system, a consortium of th@ 
European may be entrusted with the responsibility for putting th@ 
new currency unit in circulation among themselves. Creation of 
consortia of banks for specific purposes is, afterall, very much 
common place in banking these days 

For creating the constant purchasing power ECU all that is 
required is to vary each day the sums of member currencies such 
that the increase (decrease) of these sums exactly reflects the 
rise (decline) in the price index in the country of origin of each 
such component currency. However, since the data on price index 
movem~nts are avilable at least on a weekly basis, the daily 
variation for the following week can be derived as - 1/7 per cent 
for calculating the ECU value on a daily basis. Thus calculated 
the ECU will become a constant purchasing power currency which 
will be able to purchase a European basket of goods and services 
which will not vary either in its dimensions or its composition. 
This will be a remarkable property.. It opens up for the ECU a 
potential future that is rich in possibilities. The constant 
purchasing power property is something which is impossible for 
a natiOnal legal tender currency. Such a constant purchasing power 
ECU would provide an excellent standard of reference for strictly 
extranational circulation only to start with. Once it is 
recognized and its use well understood, it can be introduced for 
use in financial markets between the member countries soon to be 
followed by the use in the markets as a result of the preference 
for it over t-he individual national currencies. Thus, if ECU were 
to be preferred to the dollar it must be better than the dollar 
and that can be achieved only by exploiting this special property 
of the basket currency which is excluded from circulation within 
member countries. 

By way of criticism it may 'be argued that the constant 
purchasing power ECU would ·tse inflationary in nature. The point 
is that an extranational currency which does not circulate for 
use in direct payment within the member countries is free from 
such a criticism: when the final exchange of money for goods and 
services comes, it will be affected in individual national 
currencies and therefore the inflation argument finally devolves 
upon the national currency CC?ncerned not no the extranational 
currency. 
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4. The EMS and the EMP 

4.1 f'be succesa or tbe EllS 

It is very well known that the EMS has a twoflod ambition:· 
the creation of an area of exchange rate stability and the 
achievement of a European monetary zone. The EMS appears to have 
achieved remarkable success in creating exchange rate stability 
of the member countries currencies (Giavazzi, 1988) especially 
when compared with the fluctuations that have been witnessed in 
the dollar's exchange rate since 1979. The realignments of the 
ten central exchange rates have successfully absorbed the change 
in the economic fundamentals without any reversals in direction 
and the total cummulative changes have been comparatively moderate. 
It is encouraging to know that the stability of the inside system 
was not achieved at the expense of more instability vis-a-vis 
outside currencies (Artis and Taylor, 1988) * In an international 
environment of historically· low inflation and output well below 
the target, the individual member countries, in the absence of 
the EMS, might have tried to stimulate their economies by allowing 
their currencies to depreciate* such a process. of competitive 
depreciation would have led to more inflation than has actually 
occurred in the EMS framework .. * Therefore, the EMS has the merit 
of limiting such inefficiencies that result from non-cooperative 
use of national instruments. 

That said about the EMS achievements, it is somewhat 
embarrassing to know also that one cannot be firmer in one's 
conclusions about its convincing success* There is weak evidence 
to suggest that the obliged success of the EMS might have been 
due, partly, to the gradual evolution of the EMS itself, and the 
general disinflationary environment also in the non-EMS industrial 
countries in the first half of the 1980s. Moreover, the difficulty 
of constructing the counterfactual scenario without the EMS also 
makes it impossible to ask for more. Some of the more visible 
weaknesses of the EMS are ( i} there has been less adequate 
coordination of eco,nomic, monetary and fiscal policies in the 
participating countries, ( ii) there has been less adequate 
coordinated interventions particularly in intramarginal ones which 
are bilateral, (iii) the interventions have been not well 
synchronized with appropriate interest rate adjustments thus 
rendering the interventions relatively ineffectiv~ acts wasteful 
of reserves. All these weaknesses and some more are to a large 
extent attributable to the fact that the activities of the EMS 
are not entrusted to one single authority which could act promptly 
and rationally. 

4.2. rtJe ra.sks or tbe Bill' 

There is, thus, the need to build on the progress made 
by the EMS so far and create an institutional framework sufficient 
to address the issues to be faced and which could develop into 
a European Central Bank. Such an institution could be a European 
Monetary Fund (EMF). It should be created with roots in the 
history of the EMS and made operationally independent from the 
European National Governments and other EC bodies. The EMF should 
not replace but provide an institutional centre for the EMS. The 
member central banks will be responsible for the management of 
the Fund. The EMF will take over and bring unQer its control all 
of the now dispersed responsibilities and activities within the 
EMS. 
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The Fund should pursue the following objectives towards the 
progress of the EMS into a zone of monetary stability and common 
currency area : 

( 1) The EMF should work towards market convertibi'lity of 
the ECU so that it would be impossible to refuse to acknowledge 
a monetary and foreign - exchange character for the ECU. Besides 
expanding the use of official ECU, its role as a substitue for 
domestic currency for borrowing and lending should be encouraged. 
The high substitutability between the ECU and each currency in 
the EMS would increase capital mobility within the EC. In this 
connection the recent measures by some of the EMS countries towards 
liberalisation of capital movements will be a positive step in 
this direction. 

(:i) With the participation of the central banks concerned, 
the Fund should aim at concerned interventions in the exc:hange 
markets of the area and use intramarginal interventions 
forcombating speculation. 

(3) The Fund should aim at securing a reduction in the 
foreign exchange margins from the present -2.25 percent (in some 
cases - 6 percent) to a one percent and prepare th.e ground for 
an irrevocable fixing of the parities of the European currencies. 

(4) Above all the Fund should aim at promoting monetary, 
interest rate and fiscal convergence of the member countries. 

Rational Institute of Bank Kanage•ent, 
Pone 



Appendix 
Table A. 1 BCU Composition and weights (January 18, 1989) 

... .... .. 
Dollar Weight on Weight on 

currency AmOunt exchange Dollar Weights Sept 13, Sept 21. 
rates values (\) 1984 1989 

8fr/Lfr 3.850 38.96 0.0988 8.82 8.5 7.90 

Dkr 0.219 7.215 0.0304 2. 71 2.7 2.45 

DM 0.719 1.862 0.3861 34.46 32.0 30.10 

Ffr 1.310 6.352 0.2062 18.40 19.0 19.00 

IR 0.00871 0.696 0.0125 1.12 1.2 1.10 

Lit 140.0 1,364 0.1'026 9.16 10.1 10.15 <> .. 
F1 0.256 2.102 0.1218 10.87 10.1 9.40 z ... 
UK 0.0878 0.568 0.1547 13.80 15.0 13.00 

.... .. 
Dr 1.15 154.3 0.0075 0.67 1.3 o.8o c .. 
Pta 6.885 5.30 

:0 .. 
"' Esc 1.393 0.80 "' .. 
z .., .. 
"' us $ per 

BCU 1.1207 100 100 100 

Note Bfr/Lfr Belgian franc/Luxemburg franc 
Dkr = Danish Knoner, 
DM = Deutschmark, 
Ffr = French franc, 
IR = Irish punt, 
Lit = Italian lira, 
F1 dutch guilder, 
UK Pound sterling, 
Dr Greek drachma, 
Pta Spanish peseta, and, 
Esc = Portuguese escudo.,....,...__ 



-Table A. 2 Initial Weights (Wi0 ) and Amounts (C 1 ) for BCU and BDP Baskets - September 17, 1984. 

currency ECU GNPR 

"'io ci wio ci wio 

Bfr/Lfr .082 3.71 .041 1.85 .035 

Dkr. .027 .219 .025 .202 .025 

DM .32 .719 .287 .64 .281 

Ffr .19 1.31 .23~ 1.62 .225 

IR .012 .008 .007 .oos • 008 

Lit .102 140 .137 189 .160 

F1 .101 .251 .058 .146 .057 

UK .150 .0878 .194 .114 

Dr .013 1.15 .014 1.22 

Note Bfr/Lfr Belgian franc/Luxemburg 
Dkr Danish Knoner, 
DM = Deutschmark, 
Ffr = French franc, 
Ir Irish punt, 
Lit = Italian Lira, 
F1 Dutch guilder, 
UK Pound sterling, 
Dr Greek drachma. 

National Inatitute of Bank Management, 
Pune. 

.194 

.015 

franc 

GNPN EXP IMP 

ci wio ci wio ci 

1.58 .088 3.95 .093 4.19 
.202 .027 .22 .028 .22 
.63 .294 .66 .257 .57 

1.54 .167 1.14 .168 1.15 
• 005 .017 .012 .016 .011 

291 .126 174 .142 196 
.144 .112 .283 .104 .263 
.114 .161 .094 .176 .103 

1.31 .008 .70 .016 1.40 

.. .. 
"' 
"' ~ 
!il 
"' ,. 
z 
n 
~ 
:0 

'"' z 
n 

'"' c 
z 
~ .. 

.. ... 
'" 
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Notes 

1. Table A. 1 in the 
ECU weights and the 
September 21, 1989. 

appendix illustrates 
composition of the 

the calculation of 
"basket 11 as on 

2. For more details on the methodology and comparisons of the' 
three formulae see Frank (1988). 

3. Detailed description of the functions is recorded in the 
Annual Report 54 of the BIS. 

4. The choice of the sample period is simply arbitrary. 

5. DBF stands for 'DIGBIGFUN' where each letter stands for the 
first letter of the EMS countries except that Luxemburg is 
clubbed with Belgium and 'G' is taken for West Germany. 

6. For the readers' convenience these valued are reproduced in 
Table A.2 of the appendix. 

7. To a minor extent I the official ECUs are also neld by a few 
other central banks and international monetary institutions 
when they .are accorded the status of 'other holders'. For 
instance, Australian National. Bank has been accorded this 
status from July 1989 (BIS Review, 12 July, 1989). 
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