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PREFACE 

Despite the recognition accorded statistical methods by 
active workers in psychology, education, and the social sci
ences, the average undergraduate major in these fields often 
tegards the customary course in statistics as dull and 
uninteresting. And there is no denying the fact that his 
actual experience in the course may serve to bolster rather 
than to change his original opinions. This is apt to be true, 
I believe, when the instructor assumes a degree of mathe
matical training, however elementary, which the under
graduate major in the social sciences fails to have. Even 
when the student has had such training, its value may be 
largely nullified by the time interval which separates it from 
the course in statistics. 
· Another factor producing lack of interest, I believe, is the 

stress which is often placed upon long and involved problems 
which are essentially exercises in multiplication, subtractiqn, 
division, and addition. The student often regards these 
problems-and perhaps rightfully so-as so much "busy
work." Such problems subtract from the time which the 
student feels could be more profitably spent in learning to 
appreciate the use and value of statistical techniques in his 
chosen field •. 

Under these conditions the student's memories of statistics 
are memories of laborious computations and mysterious for
mulas, and it is these memories which he passes on to next 
semester's class. , 

This text attempts to break the vicious circle. Little stress· 
is placed upon calculative ability. I have tried in most cases 
to minimize the labor of computations by the use of illustra
tions and problems constructed With that end in view. In 
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addition, coding techniques for reducing the size of numbers 
are introduced early and stressed throughout. I would not 
change this emphasis in the introdw;tmy course even if a suf
ficient number of calculating machines were on hand to make 
one available to each student. In my opinion, it is not the 
function of this first course in statistics to train computers 
and machine operators. Let the beginning student get a 
picture of the use to which statistical techniques can be put 
in answering questions in his field of specialization. Let him 
see that statistical techniques are tools, instruments. Let 
him understand the simple formll1.M and the meaning of vari
ous statistics. He can then learn machine techniques of 
calculation if he ever needs to handle large m.asses of data. 

To avoid assumptions concerning the student's mathemati
cal training, a review of elementary principles has been 
included. An understanding of these should enable the 
student to follow subsequent developments. Stress on this 
section of the text will assist greatly in minimizing a major 
source of confusion for most students. Some theory and 
derivations are introduced throughout the text, but nothing 
is presented, I feel, which is beyond the comprehension of the 
nonmathematically trained student, if he is assisted by the 
instructor. In the last analysis, I am convinced that statis
tics, unlike many other college courses,.must be taught, not 
lectured. 

The content of the book follows what I hope is a pedagogi-
. cal as well· as a logical order. Correlatjon is introduced 
earlier than in most texts because it has been my experience 
that students follow this development quite easily and that 
interest and motivation are increased because they see in 
correlation a technique of practical use. A good case could 
be made for introducing correlation by way of regression. 
But since regression is most often. used in psychology and 
education for prediction, it is reserved for a later chapter on 
this topic. 

Tests of significance have been stressed. One chapter has 
been devoted to the "t test," two to the "F test," and one 
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to the "x" test." It has been my experience again that .. 
students are able to relate these tests to problems in their 
own fields and are consequently interested in them. It is not 
uncommon to hear students exclaim with some degree of 
elation that for the first time they have some idea of what is 
meant by the frequent references to "critical ratios" and 
"significant differences" that they have encountered in their 
textbooks in other courses. . 

In discussing tests o{ significance, I have emphasized small 
sample theory since, whether the traditional attitude ap
proves or not, more and more· research as published in 
psychological and educational journals is being evaluated by 
small sample techniques. This does not mean, however, that 
there is a rigid division between large and small sample 
theory, but rather, as Kenney has said, that the "continuity 
between large and small sample theory is an essential part of 
the newer attitude" (63, II, 123). 

There are omissions as well as additions in this text. The 
reader will look in vain for the customary treatments of par
tial and multiple correlation. They have been omitted 
because I have searched without much success to find many 
applications of these statistical techniques in _the literature. · 
That they have their uses as wen as their limitations is 
fully recognized, but I feel that they may be developed more 
profitably, as far as the student is concerned, in advanced 
courses, where time spent on these topics will not be at the 
expense of statistical techniques which are more commonly 
in use. I have no excuse to offer for certain other omissions 
-for example, the customary chapter on the reliability and 
validity of tests, and the usual extended treatment of centiles 
and scaling techniques-other than the fact that I do not 
feel that they fall within the general orientation of the rest of 
the book and that these are problems which might well be -
taken up in a course in tests and measurements. . 

I have, as any student must, a desire to acknowledge my 
indebtedness to various individuals. Professor Harold Ed
gerton of Ohio State University first impressed upon me the 
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desirability of knowing more about statistical methods and 
theory. Professor Lloyd G. Humphreys of Northwestern 
University aroused my interest in small sample theory in 1939 
and gave freely of his time in discussions of the subject. His 
a pleasure also to acknowledge that I owe much to the various 
publications of Professor George W. Snedecor, Professor 
Helen M. W~lker, Professor R. A. Fisher, and Professor C. C. 
Peters. In addition, Professor Walker and Professor Peters 
were .kind enough to clarify, in personal communications, 
certain points of interpretation. 

To Professors Herbert S. Conrad and Robert J. Wherry 
and Dr. Steu~rt H. Britt, who read a draft of the manuscript 
in its entirety, and to Dr. Edward E. Cureton, who read 
Chapters 10 and 11, and Professor Quinn McNemar, who 
read Chapter14, a mere acknowledgment is hardly sufficient 
reward for the careful and painstaking service which they 
have rendered. I can only say that their comments proved 
invaluable in guiding me when I started to work on the 
revision of the original draft. The present text owes much 
to their efforts. 

I am indebted to Professor R. A. Fisher, also to Messrs. 
Oliver & Boyd Ltd. of Edinburgh, for permission to reprint 
T.ables C, D, and H, from .their book Statistical Methods for 
Research Workers. Professors Peters and Van Voorhis and 
their publishers, The McGraw-Hill Book Company, kindly 
granted permission to reproduce Table F from their book 
Statistical Procedures and Their Mathematical Bases. Table E 
has been reproduced from Professor Snedecor's book Statisti
cal Methods by permission of the· author and his publisher, the 
Iowa State College Press. Additional values of t at the 
1 and the 5 per cent levels were also taken from Professor 
Snedecor's book by permission. Table G was prepared by 
J. G. Peatman and R. Schafer and is reproduced by their 
permission and by the consent of Carl Murchison from the 
Journal of Psychology, where it first appeared. Other 
acknowledgments are made at variouS points throughout the 
text. · 
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Phyllis Covington and Jacqueline Charlton shared the 
major responsibility of typing the manuscript. Sidney S. 
Culbert assisted in the reading and proofing of the typed copy 
and Grace French in the checking of various computations. 
I am grateful to all of them for their assistance. 

Finally, I owe a very special debt to Professor W. R. Clark 
of the University of Maryland, who encouraged me in my 
varied efforts to arouse student interest in statistical methods, 
and to my students both at the University of Maryland and 
at the. University of Washington who responded to these 
effo~ts. · 

·· A.L.E. 
&atlle, Washington 
April, 19_/IJ 
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213, 221-223, 235-236, 242, 245-
246, '248-249, 252-253, 296 

in calculating chi-square, 242, 249 
in determining fiducial limits of 

mean, 167 
formulas for in analysis of variance, 

207,231 
for mean difference between inde

pendent groups, 182 
for mean difference between 

matched groups, 177, 179, 180 
in testing ugoodness of fit" of 

normal distribution, 252-253 
in testing significance of r, 188 

Dependent variable, 12 
Deviation, 36--37 

of observed from expected fre
·quency, 240 

significant, 139, 163 
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J)eyjaiioo-CGIIliiWid 
from- n1ue ~than mean, 

59 
I>Ugams, scatter, 91 

fOI' computing tetn.ehoric carreL.
tion, 117 
~ ~ distributioa of 

• IDI'.:1Lil of, 281-282 
DisUibutic-. binomial, 137-HO 

freqoeuey, .u .. 
Jept.okurtie, 149 
1IOI'IDal, 39, tl; 139 
platybutic; 149 
reclueed to ClOIDlllOQ ~ 48 
of ample me.os. IM--156 
eamplinf:, 153-156 
skewed, 148-149 
tnmtsted, u 

Epsilon, 232-236 
Ep&iJOD«((laJ'e. ~236 

com:parillon with '· 23!-236 
relatioo to analysi& of Tariant:e. 

23!-236 
.. test. of rectilinear relatiooship. 

237 
use of tables of, 233 

EquaUoaa. ruJee for perf~ opel'
atiooa upoo. 25-27 

Enorw. ooostant, 283 
of ...UmafA\ 262 
of fint kind. 165 
of~t,102 
of raodom eamplin& 28~ 283 

Eta, 107 
Experimental ~ 1~ 13. 30, 192. 

208. ~ 281, 299 
Esperimental crouP. 12 
Erperimeotal ftriable, 12 
~t.. D&ture or. 11 

fidueiallimita. 162-166 
of IDI'.:1Lil dilfereoce, 177-178. 182 
of proportioo, 169 
and small sam plat, 166-1 'lU 

Fiducial pnability, 162 
Fractioos. 15-16 
Ftequeoey, ataodard rnor of, 170 
Frequeuq distributD._ 4.~ 67 
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ldentiWs, Bahstitutioo of in formo
las, <JJi-27 

IDdepeodeo\ puups, 181-183, 192-
214 

lodependeni nriable, 12 
loda off~ efficieuey, 269 
lnt.erKtion, 208 
Inten.ctioa ~ 212-214 
lnternl,. .U 
lntern.b, eonfidenoe, 162-16.'i 

Kurtosis. 149 

Least 8qUal'fllo principle of, 272 

Matched croope. 12, 30, 152, 180-181 
Meaa, arithmetic, M 

mlrula&ed from EfOUpell ~ 72-
7t 

pometric, 4.9 
hannonie. 49 
as a DII!'.:UW'8 of~ M-

36 ~-

of a set of 1 llltlOftll, 48 
llltaDdard fn'Or of, 157-151 

J.leaq di1Jenmce, fiducial limita of. 
177- 178 
~ of when "nriaDces 

cWffr, 297-290 
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Mean difference-Continued 
standard error of, 174-176 

Mean square, 38 
Means, variability of in correlation 

chart, 108-109 
. Measurements, approximate nature 

of, 54-58 
errors of, 102 
paired, 11, 80 

• precision of, 67 
predictions of, 261-273 
:reduced to common scales, 47-48, 

88 
· :reliability of, 102 

lin social sciences, 147 
transformed into set of ranks, 125 

Median, .41-45, 75 
Method of least squares, 262 
Midpoint, of class interval, 71 
Mode, 49 
Multiple correlation coefficient, 125-

126, 128, 181 

Normal curve, 39-40, 140-144 
and large samples, 159-162 
ordinates of, 114, 141-143 
and standard scores, 142 
use of ~bles of, 40, 144-146 
zone embracing middle 95 per cent 

of measures, 145 
Normal distribution, 39-40, 139-140 

fitted to sample set of measure
ments, 142-144 

as a mathematical. ideal, 146 
relation of mode, median, and mean 

in,148 
()f test scores, 147 
testing "goodness of fit" of, 252-

253 ' 
Null hypothesis, 176-177, 184-185, 

193, 234, 28Q--281 
Numbers, in a series, 21 

positive and negative, 18-20 
techniques of rounding, 57-58 

Opinion polls, 283 
Ordinate, 81 

of normal curve, 114 

Subject Index 

Paired associates, method of, 31 
Paired observations, 11 

advantages of, 183-184 
reduction in degrees of freedom for, 

183-184 
Parameters, 51, 153 
Partial correlation coefficient, 125-

126, 128 
Per cents, 17-18 

calculation of chi-square from, 244 
standard errors of, 170 

Phi coefficient, 117-122, 128 
applied to true dichotomies, 118-

119 
and assumption of continuity, 119-

121 
estimate of r derived from, 120 
relation to chi-square, 254-255 
as substitute for tetrachoric r, 121-

122 
Point biserial r, 114-116, 128 
Population, definition of, 51 

estimate of mean of, 159 
estimate of variance of, 192, 222 
ratio, 240 

Precision, of measurements, 67 
Predictions, 13 

accuracy of dependent upon corre
lation, 261 

· of attributes, 258-261 
based upon means of columns of 

correlation table, 272 
errors of, 259, 262 
evaluation of efficiency of, 259, 269 
of measurements, 261-273 

Principle of least squares, 272 
. Principle of maximum likelihood, 258 

Principle of maximum probability, 
258 

Probability, a priori, 134 
empirical, 134 
fiducial, 162 
meaning of, 133-136 
principle of maximum, 258 

Probable deviation, 49 
Probable error, 49 
Proportions, 17-18 

standard error of, 168-169 
testing significance of, 184-185 
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Public opinion polls, 152 
margin of error in, 153 
eamples used in. 152 

RAndom numbers, tables of, 289-290 · 
Ra.nge, 5 

of correlation coefficient, 80, 99 
inclusive, 33-34: 
as measlll'e of vviability, 8-9, 31-

M: .. 
middle 80 per cent, 49 
Bemi-int.eTquartile, 45 

Rank-difference coefficient, 123-125 
Ranks, method of dealing with ties. 

125 
Rates, averaging of, 49 
Rectilinear relationship, test of sig. 

nifica.nce of departure from, 237 
Regrtl81lion coefficient, 263 

coding of, 270 
and correlation, 265-267 

Regression equation, 265 
Regression line. 83, 262-263 

fitted by method of least squa.rea. 
263 

Relationships, between a.verages and 
differences, 9 ' 

curvilinear, 83, 106-107 
neg~~.ti.ve, 79, 85 
positive, 79, 84 · 
rectilinear, 83 
study of, 9-10, 79-80 

Relative deviates, 47 
Reliability, 13, 153 
Replication, 230 
~bpmb~~.~-z.m 
~idual sum of squares, 221-222, 

229-230 
Residual variance, 222, 224, 230 

Samples, definition of, 50 
generalisations from, 283 
la.rge, 287 

Samplee-Continutd 
random, 283-286 . 

~59 

reasons for studying. 151-152 
representativeness of, 282, 286 
a.nd research, 282-286 
me of, 287-288 
smaJl, 166-168, 170, 287-288 
used in opinion polls, 283 · 

Samplillg distribution, 153-156, 173 
of chi-equare, 241-242 
of correlation coefficient, 186-187 
of difference between correlated 

means, 181 
of difference between mea.ns, 173 
of epsiloll-8qU&re; 233 
of means, 157 
of standard deviation. 168 

· oft ratio, 166-167 
of variance ratio, 193, 296 

Sampling, errors of random, 281, 283 
Sa.mplillg theory, 153 
Scatter diagram, 94 
Significance, tests of, 57, 297-299 
Significant figures, 55-56 
Skewneee, 148-149 
Squares and square roots, 21- 23 1 
Squares, 8\lm of, 39, 51, 60-63, 65, 

15~ 193-195,202,210,219,226 
Sta.nda.rd deviation, 27-39 

calculated fmm grouped scores, 73 
of a distribution of * scores, 48 
estimate of popula.tion. 157- 158 
of a sampling distribution, 156 
standard error of, 168 

Standard errors, 156-159, 168-170, 
. 174-189, 200 
based on pooled 8\lm. of squa.res, 200 
of difference in mean gains, 293 
of estimate, 267-269, 272-273 , 
of frequencies, 170 A 

of mean differences. 174, 179-180, 
200 

of mean differences of independent 
groups, 181, 200 

of mean differences wheQ. correla.-
tion is present, 179-181 

of means, 157-159 
of per cents. 170, 184-185 
or proportions,168-169, 184-185 . 
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Standard errot'!t--ContiritUd 
relation. to population variability, 

156 
relation to sample size, 156 
of standard deviation, 168 

Standard soores, 47-49, 88, 141 
mea.n of distribution of, 48 
mea.n of products of paired, 88 
u measures of relative position, 
. '47-48 
standard deviation of distribution 

of, 48 
Statistical inference, 13 
Statistical methods, applications of, 3 

approaches to study of, 6 
continuity of development of, 6 

· functions of, 10-14 
mathematical bases of, 4: 

Statistics, 51, 152 
Sum of cross-products, 87 

computed from correlation chart, 
97--98 

computed from original measures, 
90 

oonre~onforcodin~90 
t difference method of computing, 91 
Sum of squares, 51, 60-63, 65, 157, 

193-195, 202, 210, 219, 226 
eomputed from conelation chart, 

: . 96-97 
between groups, l~ 195-196,203-
: 204, 210, 219, 227 

within groups, 193, 195, 204-205, 
210, 219, 227, 230 

interaction, 212, 230 
pooling of within groups, 199, 204-

205,210,219,227 
residual, 221-222, 229-230 .. . 

Summation, 23--25, 35 
of an algebraic sum of two or more 

terms, 24 ' 
·of a constant, 24 
of a variable, 24 
of a variable divided by a constant, 

25 
Symbols, use of, 5, M-36 
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Test construction, 14 
Tests of significance, 133, 184 

··chi-square, 239-255 
comparison ofF and t in case of two 

groups, 199-202, 21&-225 
epsilotHquare, 232-237 
interpretation of, 279-282 
t ratio, 166, 187 
variance ratio, 193, 296 

Tetra.chorio correlation, 116-117 
assumptiona involved in com

puting, 117 
diagrams for computing, 117 
and phi coefficient, 121 

Two-way frequency table, 94 

Universe, definition of, 51 

Variability, &-9 
in population as related to sample, 

156 
·Variable, definition of, 23 

dependent, 12 
dichotomous, 112--113 
experimental, 12 
independent, 12 

Variables, used for ina.tching groups, 
293-294 

V arianoe, analysis of, 192--231 
assumption of homogeneity of, 

295-299 
definition of, 38 
estimB.te of population, 192, 197, 

199 
interaction, 212-214 · 
of means of columns in correlation 
c~, 108-109 · 

· in one variable associated with 
second, 99 

residual, 222, 224, 230 
Variance ratio, 193, 198, 296, 205-

206, 213- 214, 218. 225, 227, 296 

X-axis, 81-82 

Y-axis, 81-82 


