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PREFACE 
This is an eTementary textbook, dealing with the mathe

matical part of statistics. Statistical methods are used very 
generally by investigators in widely different fields, by econo
mists, biologists, psychologists, physicists, and astronomers. 
The emphll:sis in one .field is different from that in another, 
but there is a well-defined body of material, mathematical 
in nature, which is common to all. These mathematical 
rudiments are set forth in this text. 

The course for which this book is intended will usually be 
offered to sophomores, and may, like the book, be divided 
into two parts, the first of which may be taken without the 
second. The book is, in fact, a reduction to printed form of 
two half-year lecture courses, which the author has been 
giving for the past ten years, and it has been quite the custom 
for certain students to take the first part only, substituting 
for the second part an applied course in economic or educa
tional statistics. This arrangement has been advantageous 
to all the departments concerned. The mathematics has 
been taught in the department of mathematics, and the ap
plications in the departments in which they belonged. 

A brief course in analytic geometry is presupposed, but no 
calculus - although an occasional notation is introduced 
which is borrowed from calculus, such as the integral sign to 
indicate the area under a curve. Aoalytics is inherently 
necessary to the proper understanding of statistical methods, 
and it seems to the author better to suppose that it has been 
taught already by the use of one of the excellent texts in 
analytics than to attempt to teach it along with statistics. 

Part I is distinctly easier than Part II, and it is intended 
iii 



iv PREFACE 

to provide a sufficient mathematical introduction to most 01 
the applied courses. It will probably be lound about aa 
difficult as a semester course in analytics. Part II begins 
with the theory of probability. This subject involves in
trinsically difficult notions, comparable in difficulty with 
those of the calculus. It must be presented because it lies 
at the basis of the theory of sampling. However, students 
who would be characteristically unable to think through lor 
themselves problems in probability such as are given here 
should not be encouraged to study the second part. It is 
not desirable to try to teach them sampling theory, lor 
they would not really understand it, and it is better that 
they should not acquire a superficial lacility in using the 
formulae. The subject 01 finite dift'erencea, briefly con
sidered in the closing chapter, may be taught with Part I if 
desired, being logically detached lrom the rest 01 the theory. 
Part III comprises the more necessary statistical tables and 
a separate introduction, including a more complete discu&
sion of the point binomial than might be desired in an ele
mentary text. Many of the simplest problema in probability 
require for their solution the summation of a number 01 con
secutive terms of a point binomial There is no single short 
method of obtaining even a fair approximation to this sum 
which is available for all cases. One set ollormulae works 
best in one case, another in another. In this introduction 
certain selected formulae are listed, with instructions aa to 
when each is to be used. By the aid 01 the tables, the sum
mation can be made quickly so aa to obtain the required 
probability, correct to two or three places. Part III is also 
published separately. It is supposed throughout, but espe
cially in the instructions as to the use of these tables, that 
a computing machine is at the disposal of the student; 
nevertheless most of the problems in this text can be handled. 
satisfactorily with only a slide rule and a' four-place table 
of logarithms. 



v 
PREFACE 

In writing this text, the author has held in mind two prin
ciples. First, every idea presented must be illustrated with a 
numerical example, and this must be followed by short 
.. exerciscs," which can be done - at the board if desired -
without any mechanical aids, and in five or ten minutes each. 
These are artificial problems involving simple numbers, and 
have been invented solely for the purpose of teaching the 
methods. Longer numerical problems, having applications 
in various statistical fields, and problems in theory, are listed 
at the close of each chapter. The second principle is that 
tacit hypotheses underlying the various methods shaD be 
exposed. This is the more necessary because in practice 
these hypotheses often fail to be realized, and it is important 
that, at the very outset of his training, the statistical worker 
should appreciate the tentative character of results in such 
cases. Moreover, it makes possible the maintenance of an 
attitude of rigorousness-of treatment which is very desirable 
for the student's proper mathematical development. 

Problem material and statistical data have been selected 
freely from several books and journals. The author's name 
is usually indicatcd where this has been done. I am deeply 
indebted to many of my students for their assistance in 
preparing the manuscript, particularly perhaps to H. G. 
Neebe, whose thorough work on the tablcs was very valuable 
to me, and to H. A. Lewis, who read with keenly critical 
mind the whole manuscript and made further special investi
gations at several points. 

B.H.C. 
MIDDLETOWN, CoNNECMct1T. 

SuTEMBERo 1930. 
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